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Preface 

Right from the start, the WFS programme placed 
emphasis on the need for assessing the magnitude and 
impact of the two commonly known kinds of error -
sampling and non-sampling - in survey data. The 
response errors project, carried out by WFS with finan­
cial support from the International Development 
Research Centre, Canada, was a major component of the 
effort of WFS in this area. The main objectives of the 
project were to investigate certain types of response error 
in the data collected in WFS surveys, to estimate the 
magnitude of these errors and to examine their implica­
tions for analysis as well as for future surveys. 

The project comprised studies in four countries -
Dominican Republic, Lesotho, Peru and Turkey -
carried out along with the national fertility surveys. The 
first report, 'Methodology of the Response Errors 
Project' ( WFS Scient(fic Reports no 28) described the 
methodology used, common to all the four country 
studies. The second report ( WFS Scient(fic Reports 
no 45) dealt with response variance in Peru and the 
present report covers Lesotho. 

We are grateful to Mr Colm O'Muircheartaigh for his 
efforts and contribution during all stages of the project. 
I also recognize that the final outcome of a project of this 
nature is a result of collective effort and many other 
colleagues in the WFS and in the countries made 
important contributions at different stages. In particular, 
I wish to acknowledge the contribution of the late 
V.C. Chidambaram who, as the co-ordinator, played a 
major role in the planning and execution of the project as 
a whole. 

Finally, I wish to express on behalf of WFS our thanks 
to the IDRC of Canada for their assistance and co­
operation. 

HALVOR GILLE 

Project Director 
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1 Introduction 

This is the third of a set of six publications which report 
on a project carried out by the WFS with the financial 
support of the International Development Research 
Centre, Canada. The objectives of the project are to 
investigate certain. types of response error in the data 
collected in WFS surveys; to estimate the magnitude of 
these -errors; and to examine their implications for the 
design of the surveys and the analysis of the data. The 
project is a component of the overall evaluation of data 
quality being conducted as part of the WFS programme. 
The first report in this series (O'Muircheartaigh 1982) 
describes the underlying methodology which is common 
to all the four country studies which comprise the 
project - Peru, Lesotho, Turkey and Dominican Repub­
lic. The second report (O'Muircheartaigh 1984) presents 
the design, implementation and analysis of the study in 
Peru. This third report presents the corresponding results 
for Lesotho. The reader is referred to the two earlier 
reports for the general background and objectives of the 
project. 

1.1 Structure of the Study 

The major objective of the WFS has been to generate 
substantive results. The surveys co-ordinated by the 
WFS have had as their primary objective the provision of 
high quality data at the national level, while the WFS has 
attempted to achieve a degree of standardization in the 
collection and reporting by different countries of data 
relating to fertility. 

In the context of the WFS, methodological experi­
mentation is by and large excluded by the very nature of 
the operation. The primary objective has been to assist 
countries in obtaining the best possible data from a single 
operation, which necessarily requires the choice of a 
study design considered a priori to be the most suitable. 
Thus it is not possible in general to compare different 
survey procedures in order to ascertain which is superior. 
A severe constraint is therefore imposed on any 
investigation of response errors in WFS surveys. It is not 
possible to interfere with the principles laid down for 
conduct of the survey by introducing any new or experi­
mental procedures which might.reduce the quality of the 
data collected. Furthermore, given the absence of an 
external source of validation data, it is not possible to 
examine the absolute magnitudes of the individual 
response errors. There are, however, two possible, 
approaches which can provide some information on the 
magnitude and impact of the errors: re-enumeration and 
interpenetration. 

The first approach involves re-interviewing at least 
some of the respondents in the main survey. The re­
interviews should be carried out soon after the main 

survey under the same (or similar) essential survey con­
ditions. This would provide two separate observations on 
each of these respondents. 

Certain characteristics of the survey would be con­
stant for the two observations: the subject matter, the 
questions asked, the field force, the procedures for super­
vision and control of the fieldwork, the coding and 
processing of the questionnaires. Thus the data could 
provide no information on the effects of tpese conditions 
on the survey results. 

In order to assess the systematic impact of any or all 
of these factors, either some source of information out­
side the survey procedure or an experimental design 
controlling the factors would be necessary. The re­
interviews could, however, provide an opportunity to 
examine the reliability of the data - the extent to which 
the application of the same essential survey conditions on 
two occasions would produce the same or different 
results. Thus, they would enable us to partition the 
variability observed in the data into two components, 
one due to the inherent variability in the variable being 
measured, the other to the haphazard disturbances 
introduced into the recorded responses by the observa­
tion process itself. 

The second approach involves a modification of the 
survey design. It has been established in other contexts 
that interviewers may influence in a systematic way the 
responses they obtain. If this is so for WFS surveys, then 
the estimates of variability obtained in the usual way for 
statistics calculated from the sample observations may 
seriously underestimate the true variance. This com­
ponent of variance - the correlated response variance 
due to interviewers - will be present in any statistics 
calculated from the survey data, but the difficulty in 
practice is that there is usually no way of estimating it. 
The problem arises because respondents are usually allo­
cated purposively (or haphazardly)to interviewers and 
any difference between the results obtained by different 
interviewers may be due to differences between the 
individuals they interview rather than caused by the 
interviewers themselves. It is possible, however, to 
modify the survey execution in such a way that this 
component of variance is estimable. The basic feature of 
the design is that the respondents must be allocated 
randomly to interviewers, so that no systematic dif­
ference between the workloads of the interviewers can 
contaminate the comparison of their results. There will of 
course be differences between the workloads, but as long 
as the allocation of respondents to interviewers is ran­
dom these differences can be taken into account in the 
analysis. This procedure of random allocation of work­
loads is called interpenetration. 

It is obviously impossible in practice to allocate a 
random subsample of a national sample to each inter-
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viewer. Not only would the cost of such an operation be 
enormous, but the disruption of the field execution of the 
survey would make it unacceptable in terms of WFS 
objectives. However, the field strategy of the WFS lends 
itself to a modification of the design which is equally 
satisfactory. In the field, interviewers work in teams, a 
team usually consisting of four to six interviewers and 
two supervisors responsible for organizational super­
vision and timely scrutiny of interviewers' work. Each 
team works and travels as a unit. The allocation of work 
to the interviewers is normally the responsibility of the 
supervisors. The supervisors have, for each area, a list of 
individuals (or in some cases, households) to be inter­
viewed. It would obviously be a straightforward matter 
to determine the allocation of respondents to inter­
viewers before the fieldwork in such a way that each 
interviewer is allocated, in effect, a random subsample of 
the work in that area. 

Thus, without any significant interference with the 
procedure of data collection, it would be possible to 
modify the execution of the survey so that the contribu­
tion of the correlated response variance due to inter­
viewers could be estimated and its impact on the survey 
results assessed. 

The basic approach of this project thus involves two 
elements: 
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1 Re-enumeration A subsample of the respondents in 
the main survey are re-interviewed under the same (or 
similar) essential survey conditions. This permits the 
partitioning of the observed variability of the response 
into two components: the sampling variance and the 
simple response variance. It also makes it possible to 
examine in detail the extent to which the same individuals 
(the respondents) give identical (or different) answers to 
the same questions on different occasions. 

2 Interpenetration By allocating the interviewers' 
workloads randomly within teams, it is possible to esti­
mate the extent to which the usual estimates of variance 
underestimate the true variance, and thus to provide a 
more valid estimate of the total variance of the survey. 

The particular design used in the project combines the 
two procedures of interpenetration and re-enumeration 
in a way which permits the estimation of some additional 
parameters of the response errors. The technical aspects 
of the design, suggested in a paper by Fellegi (1964), are 
described briefly in section 3. The practical features are 
discussed in section 2. A full description of the method­
ology is given in the earlier reports (O'Muircheartaigh 
1982 and 1984). 



2 The Lesotho Design 

The Lesotho Fertility Survey, conducted by the Central 
Bureau of Statistics in 1977-78, was based on a national 
two-stage probability sample. Census enumeration areas 
(of which there are 1066 in the country) were the primary 
sampling units (PSUs). One hundred PS Us were selected 
with probabilities proportional to size and a sample of 
households selected within each PSU such that each 
household in the population had an equal probability of 
selection. The PSUs were stratified by ecological zone, 
population density and size before the first stage of selec­
tion. All ever-married women residing (on a de facto 
basis) in the selected households were eligible to be inter­
viewed. In all, 3603 individual interviews were success­
fully completed, giving an overall response rate of 
around 88 per cent. 

Fieldwork for the main survey was carried out by 
eight teams of interviewers, each consisting of either four 
or five interviewers, one supervisor and one field editor. 
In all, 34 interviewers worked on the survey. The lan­
guage in which the interviews were conducted was 
Sesotho. The questionnaire itself was also in Sesotho, 
although the interviewers' instruction manuals were in 
English. 

Arrangements were made for the interpenetration 
(randomization) of the interviewer workloads within the 
teams for every PSU in the sample. For each PSU the 
selected sample of households was listed, village by 
village, in the order in which the fieldwork was to be 
carried out. The numbers 1-5 (for teams with five inter­
viewers) or 1-4 (for teams of four) were allocated to each 
successive set of five or four households on the list. For 
each of the numbers a separate list of the households with 
that number was written out. For each team one of the 
lists was allocated at random to each interviewer before 
the fieldwork began. The supervisor received the master 
list and the set of interviewer lists for each cluster (PSU) 
in the team's work allocation, together with a list giving 
the allocation of workloads to interviewers. The super­
visor was given the responsibility of ensuring that each 
interviewer carried out all her own workload. 

In deciding on the subsample to be selected for the 
re-interview survey, two alternative strategies were con­
sidered. The first strategy was to use all eight teams and 
to have each one complete a part of its previous work 
allocation. The difficulty with this approach, however, 
lay in the fact that each team required a vehicle to carry 
out its fieldwork, and vehicles were available for all teams 
only for the period of the main fieldwork (August­
October 1977). Only three could be obtained for the 
period October-December 1977. Thus the second 
strategy was adopted. Three teams were chosen for the 
re-interview survey and each of these was allocated two­
thirds of the PSUs in which it had worked in the main 
survey. Each team was assigned an additional female 

field editor for the re-interview survey. These field editors 
were chosen from those who had worked in other teams 
in the main survey. 

The system of allocation of workloads to interviewers 
in the re-interview survey is given below. The allocation 
is given for teams of four and five interviewers. 

No of interviewers 4 5 
in the team 

Interviewers for 1234 12345 
main survey 

Interviewers for 4321 54231 
re-interviews 

Where interviewers were, for any reason, re-assigned 
for the original interview, the allocation for the re­
interview was re-assigned accordingly. 

The questionnaire for the main survey in Lesotho 
incorporated the WFS core questionnaire and two 
modules. The questionnaire for the re-interview was 
shorter, consisting of sections 1, 2, 3 and 5 of the core 
questionnaire. All the questions asked in the re-interview 
had already been asked, in exactly the same form, in the 
original interview. 

The questionnaires from the original interviews were 
edited and coded in advance of the re-interview survey. 
The re-interviews were edited and coded in the field by 
the supervisory staff and compared by the editors for a 
subset of the questions. Where discrepancies were found 
between the answers to these questions, a third, recon­
ciliation interview was to be carried out by one of the 
female supervisory staff before the team left the area. The 
editors were instructed to use a clean questionnaire, fill in 
the identification information and mark the questions to 
be reconciled (ie the questions where inconsistencies were 
found). A special summary form was prepared for each 
reconciliation interview. 

2.1 IMPLEMENT A TI ON 

In Lesotho the execution of the project design in the field 
conformed closely to that planned. The fieldwork for the 
main survey lasted from August to early October 1977. 
The re-interview survey commenced in late October and 
was completed in December 1977. One of the inter­
viewers left the field staff between the two field operations 
and was replaced by an interviewer from one of the teams 
not involved in the re-interviews. The time interval 
between the two interviews varied between one and four 
months. 

Twenty-five PSUs were included in the re-interview 
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survey and a total of 724 interviews were obtained from 
the 867 individuals, a response rate of 84 per cent. The 
system of allocation of workloads to interviewers in the 
two field operations was implemented satisfactorily. 

One additional benefit obtained from the response 
errors project may be noted here. On examining the field 
records for the main survey, there appeared to be too 
ml:\ny cases where the code 'dwelling vacant' had been 
obtained as the final response category. Since it seemed 
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possible that this code had been misunderstood by the 
interviewers, it was decided to check the dwellings given 
the code in a number of PSUs during the re-interview 
survey fieldwork. Of a total of 62 such cases in the 15 
PSUs which were checked, 26 (or 42 per cent) produced 
completed interviews. These cases will provide both an 
opportunity to improve the data from the main survey 
and an indication of the possible impact of such non­
response on the results of the main survey. 



3 Measures of Consistency 

For each individual interviewed in the re-interview sur­
vey we have two separate observations for each variable. 
The differences within and between the pairs of observa­
tions provide the raw material for the investigation. In 
general, reliability can be defined as the extent to which 
a measurement remains constant as it is repeated under 
conditions taken to be constant. Thus a useful measure of 
reliability should take into account variations in the 
individual observations. At the basic level, the most illu­
minating presentation is that which describes the set of 
deviations between the observations on the two occa­
sions. This approach has the further advantage that it 
applies to all types of variable and that the magnitudes 
of the individual response deviations can be interpreted 
substantively. In addition, it is applicable to the whole set 
of variables regardless of the level of measurement -
nominal, ordinal or metric. 

3.1 THE BASIC DATA 

In this section we consider some examples of this basic 
procedure. In examining the response obtained on the 
two occasions for a particular variable, the data can be 
represented by a cross-classification of the two sets of 
responses. Tables 1-4 are examples of such cross­
tabulations. 

Table 1 presents the data for the variable Ever-use of 
contraception. This is a binary variable and thus all the. 
information is contained in a simple 2 x 2 table. 

About one in five of the respondents (19 per cent) gave 
inconsistent responses on the two occasions. This vari­
ability stems at least in part from the fact that the basic 
condition of comparability - the 'essential survey con­
ditions' being the same for the two interviews - was 
violated. The method of questioning in the two inter­
views differed. In the original interview, the respondent 
was asked to name the contraceptive methods she had 
'heard of' and for each method mentioned she was 
asked whether she had ever used it; this was followed by 
the interviewer reading out a description of a number of 
other methods one by one and repeating the question on 
use in each case. This extra probing was not done in the 

Table 1 Ever-use of contraception as reported in the 
original interview and the re-interview 

Original Re-interview 
interview 

Yes No Total 

Yes 67 99 166 (27.3%) 
No 16 427 443 (72.7%) 

Total 83 (13.7%) 526 (86.3%) 609 

second interview, and a substantial proportion of respon­
dents may consequently have failed to report contracep­
tive use. The level of ever-use of contraception reported 
in the first interview was 14 per cent higher than in the 
second interview, with 16 per cent of all respondents 
reporting use in the first interview and not in the re­
interview, whereas only 3 per cent reported use in the 
re-interview and not in the original interview. 

This table illustrates two strengths , of this direct 
presentation. First, a comparison of the marginals 
provides an indication of whether there is any major 
difference between the results of the two interviews for 
the whole sample, which serves as a check on the con­
stancy of the essential survey conditions. Secondly, the 
cells of the cross-tabulation give a vivid picture of the 
scale of the response deviations for the individual respon­
dents. 

Tables 2A and 2B present the cross-classification for 
Education. In the case of table 2A the data are presented 
for the categories of educational level. The categories are 
in rank order and the differences between them are of 
substantive significance. 

The level of education reported differed for almost one 
in four respondents, ie for 142 women. For the great 
majority of those - 135 - the difference between the two 
responses amounted to a shift through one educational 
level. In only seven cases was there a shift through two 
levels. By observing the marginals of the table, we see 
that the pattern of results is broadly similar for the two 
interviews, providing some reassurance that for this vari­
able the essential survey conditions remained constant. 

In table 2B the data are presented for number of 
years' education completed. This is a metric variable for 
which the size of the discrepancy in each case has a clear 
and unambiguous meaning. For 63 per cent of the res­
pondents the two observations agree. For only 11 per 
cent did the discrepancy exceed one year. The pattern of 
the marginals is still broadly similar - the original inter­
views and the re-interviews produce comparable distribu-

Table 2A Educational level as reported in the original 
interview and the re-interview 

Original Re-interview 
interview 

2 3 Total 

1 158 323 3 190 
2 29 192 32 253 
3 4 42 119 165 

Total 190 265 154 609 

NOTES: 1: 0-4 years; 2: 5-6 years; 3: 7 years or more. The apparent 
small discrepancies in the totals in this table and in tables 2B, 3 and 4 
are due to rounding of weights. 
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Table 2B Education in years as reported in the original interview and the re-interviews 

Original Re-interview 
interview 

0 2 3 4 

0 41 2 0 I I 
1 0 2 I 2 0 
2 2 2 4 2 0 
3 2 0 8 23 6 
4 2 1 3 7 46 
5 0 0 1 I 22 
6 1 0 I 2 1 
7 0 1 0 1 0 
8 0 0 0 0 0 
9 0 0 0 0 0 

10 0 I 0 0 I 

Total 47 9 18 39 77 

tions of years of education completed. Table 2B provides 
more information about the two sets of responses than 
does table 2A but the additional detail also has the effect 
of making the information more difficult to assimilate. 

Table 3 deals with one of the variables of central 
importance in a fertility survey - the Number of children 
ever born to the respondent. 

Partly because of the size of the table (the number of 
categories) the pattern of results is striking. For the great 
majority of respondents the responses on the two occa­
sions are identical. However, for a variable that seems as 
ambiguous as this, it is perhaps surprising that any 
observations differ on the two occasions. Most of the 
discrepant cases involve a difference of only one, but 
much larger deviations occur for some respondents. 
Overall, one in five women reported inconsistently; the 
greatest inconsistency occurred among respondents at 
higher parities. Nevertheless, the marginal distributions 
are very similar and the means for the original interview 
and the re-interview are almost identical. 

The problems of providing an adequate and useful 
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1 
1 
I 
7 
9 

76 
16 
8 
0 
0 
0 

118 

6 7 8 9 10 Total 

0 0 0 0 0 46 
0 0 0 0 0 5 
1 1 0 0 0 12 
3 2 0 0 0 50 
9 0 0 0 0 77 

15 5 0 0 0 120 
85 27 0 0 0 133 
32 93 2 0 0 137 
2 3 2 2 0 9 
0 1 4 6 0 11 
0 0 0 1 5 8 

147 132 8 9 5 609 

summary of the data are illustrated by this table. There 
are 196 cells in the body of the table, of which 182 would 
indicate a discrepancy between the observations. Only 54 
of these cells contain observations and the importance of 
each of these depends on the size of the discrepancy it 
represents and the number of cases in the cell. To discuss 
each of the occupied cells in turn would, however, be 
both lengthy and uninformative. The inappropriateness 
of such a procedure is confirmed by the fact that we wish 
also to describe the reliability of the data for subclasses 
of the sample. Thus we will certainly be obliged to con­
dense the tables into some summary measures which 
contain the information necessary to evaluate the data. 

One further table may be considered here to illustrate 
the difficulty. Table 4 gives the two sets of responses for 
one of the few attitudinal variables included in most 
WPS national surveys - Number of children desired. This 
table is strikingly different from table 3. We would expect 
an attitude variable to be particularly subject to response 
variability and table 4 confirms this expectation. 
Furthermore, this variable is different in kind from the 

Table 3 Number of children ever born as reported in the original interview and the re-interview 

Original Re-interview 
interview 

0 2 3 4 5 6 7 8 9 10 11 12 13 Total 

0 64 5 I 72 
1 2 92 12 4 1 114 
2 2 4 84 4 2 99 
3 1 I 2 67 5 1 78 
4 1 I 1 52 11 67 
5 2 46 6 56 
6 1 5 28 6 1 43 
7 1 3 24 3 1 33 
8 2 3 11 I 18 
9 3 11 1 15 

10 1 l 5 2 2 11 
11 I I 
12 2 2 
13 1 

Total 71 104 99 80 63 65 41 35 22 15 6 4 4 609 
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Table 4 Number of children desired as reported in the original interview and the re-interview 

Original Re-interview 
interview 

2 3 4 5 6 7 8 

1 1 
2 5 l 1 l 2 l 
3 4 12 10 2 8 2 
4 4 6 68 18 18 5 4 
5 2 2 6 28 13 3 2 
6 2 3 22 7 60 11 9 
7 3 l 7 16 6 
8 2 2 2 11 3 22 
9 l 1 1 

10 3 2 4 5 
11 l 
12 
13 
14 
20 
98 3 

Total 3 18 29 118 62 125 41 55 

variables considered in tables 1-3 in that its true value 
may change between the two interviews. In fact, only two 
in five women gave identical responses on the two occa­
sions. The discrepancies are large and the overall 
impression is of very unreliable reporting. Of course from 
a substantive point of view this variable is of interest 
more as an indication of the desire for small or large 
families rather than as a precise measure of behaviour. 
About 60 per cent of the respondents reported the 
number of children desired within one child in the two 
interviews. It is also worth noting that the marginal 
distributions are relatively stable and the means of the 
two distributions are very close. 

The tables presented in this section illustrate both the 
strengths and the weaknesses of this kind of analysis. For 
the subject matter specialist it is clearly important to look 
in detail at the pattern of individual response deviations. 
The only satisfactory way of doing this is to cross­
tabulate the two sets of responses for each variable. 
Tables such as tables 1-4 provide an opportunity to 
examine the deviations in the context of the values 
obtained from the two interviews and thus allow the 
analyst to investigate the underlying response process. 
But the tables are relatively unwieldy and cannot in 
practice be presented and examined for every variable for 
every subclass of interest. It is therefore necessary to 
consider how the information may be condensed and 
summarized to make it more manageable and more easily 
interpretable. There is conflict between detail and 
assimilation. In the next subsection· the simplest sum­
mary measures are presented. 

3.2 SIMPLE MEASURES OF RELIABILITY 

For a categorical variable the responses obtained from 
the two interviews may be represented by the square 
matrix [pu], where Pii is the proportion of the observa-

9 10 11 12 13 14 16 17 98 Total 

4 
11 

l 40 
3 5 4 136 
1 5 1 6 70 
1 7 2 4 4 134 
2 4 I l 7 50 
5 11 1 1 59 
6 2 11 
l 33 l 6 3 4 66 

0 1 
3 1 3 9 

1 2 
3 

1 2 
4 12 

20 73 6 18 5 4 30 609 

tions classified in category i according to the first inter­
view and in category j according to the second interview. 
The diagonal of this square matrix, with entries p;;, con­
tains the cases of exact agreement. The matrix [pij] can be 
obtained from tables such as tables 1-4 by dividing the 
frequency in each cell by the total sample size. The sim­
plest measure of reliability is the index of crude agreement 

A = L Pii (3.1) 

which is the proportion of the cases classified identically 
by the two interviews. This index has considerable des­
criptive value, as does its complement, the index of crude 
disagreement 

D = 1 - A. (3.2) 

This crude index has a fairly serious drawback, how­
ever: it does not take into account the fact that some 
agreement will occur by chance even if the measurement 
is completely unreliable (random). The extent of chance 
agreement depends upon the two marginal distributions 

One approach, due to Cohen (1960), is to define an 
index of consistency, K, of the form: 

/( = 1 
_ observed disagreement 

expected disagreement 

1 - Po 
= l - 1 - Pe 

Po - Pe 
1 - Pe. 

(3.3) 

Under the baseline constraint of independence between 
the two observations, we have: 
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giving 

I (P;; - P;.P,;)/(1 - Lpi.p,;). (3.4) 
i 

While (3.4) is a more appropriate measure of reliabil­
ity, especially in the presence of skewness in the distribu­
tion across categories, it can be misleading in situations 
where a single category dominates the marginal distri­
butions: the value of K will in this case tend to suggest a 
low level of consistency if any elements occur off the 
diagonal. Another point to note in relation to (3.4) is that 
it would be inappropriate to use K on its own to describe 
the level of agreement since it conditions on the observed 
marginals. The degree of agreement between the mar­
ginals is in itself an important component of the observa­
tion process. One of a number of possible measures of the 
disagreement between marginal distributions is: 

(3.5) 

with value 1 indicating complete disagreement and 0 
complete agreement between the two marginal distribu­
tions. 

The measures (3.1)-(3.5) described above apply to any 
level of measurement of the classification variable: 
categorical (nominal), ordered or metric. When the scales 
are categorical, any deviation from the diagonal con­
stitutes disagreement. When the scales are ordinal, inter­
val or ratio, any measure of agreement should take into 
account the degree of disagreement, which is a function 
of the difference between scale values. We can modify 
(3.1) by defining 'agreement' to mean that the two inter­
views obtain values within some acceptable distance (k 
units) of each other. 

Ak = I Pu = 1 - Dk (3.6) 
li-jl<;k 

A modified form of K can also be used which allows for 
scaled disagreement or partial credit in terms of weights 
Wu which reflect the contribution of each cell in the table 
to the degree of disagreement: 

(3.7) 

where 

p~ = l wiipii; p: = L (wiiPi.P.i). 
IJ 

Any monotonically decreasing function of the dif­
ferences between the scale values of i and j can be used as 
weights. For metric variables, the weights used here are 

Wij = 1 - (i - j)2. (3.8) 

Under observed marginal symmetry, Kw with weights 
(3.8) is precisely equal to the product-moment correla­
tion coefficient for the integer-valued categories. Further­
more, under the assumption of the random effects model, 
the estimate of the intra-class correlation coefficient is 
asymptotically equal to Kw. These measures are discussed 
in more detail in Landis and Koch (1976). 

Table 5 presents the values ofD, A, Kand Kw for eight­
een variables. For most variables the index of crude 
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Table 5 Values of D, A, K and Kw (values x 100) 

Variable 

Years of education 
Children ever born 
Ever-use of contraception 
Current age 
Age in five-year groups 
Age at marriage 
Year at marriage 
Marital duration (years) 
Births in past five years 
No of children desired 
First birth interval (months) 
Last closed birth interval (months) 
Year of first birth 
Month of first birth 
Year of last birth · 
Month of last birth 
Year of next to last birth 
Month of next to last birth 

D 

35 
19 
19 
40 
17 
51 
29 
40 
18 
54 
52 
50 
25 
36 
23 
35 
28 
44 

A K 

65 58 
81 78 
81 42 
60 58 
83 80 
49 43 
71 70 
60 59 
82 74 
46 36 
48 47 
50 49 
75 74 
64 64 
77 73 
65 65 
72 69 
56 56 

Kw 

87 
92 
42 
94 
93 
69 
93 
93 
85 
51 
41 
66 
94 
94 
96 
96 
94 
94 

agreement, A, is very close to the supposedly more re­
fined measure 7(. This is probably due to the fact that for 
most of the variables considered the number of categories 
involved is large, with no dominant category. For an 
approximately uniform distribution across a large num­
ber L of categories, Pe = 0(1/L), and it follows from 
equations (3.1) and (3.3) that for a reasonably consistent 
set of data A == p0 ~ Pe so that K = A. Hence little is 
gained by introducing Kin such cases. 

Among the variables in this class in table 5 the three 
most unreliable are Age at first marriage, the First birth 
interval and the Last closed birth interval. All three are 
composite variables derived from two or more questions, 
each of which is subject to error. Even so, the degree of 
unreliability gives cause for concern. Fully half of the 
respondents gave different responses on the two occa­
sions, and the correlation between the two sets of respon­
ses is between 0.4 and 0.7. 

For a further set of six variables the level of disagree­
ment between the responses is also high, with about 
one-third of the individuals giving inconsistent respon­
ses. These variables are essentially dependent on single 
dates reported in the interviews. 

Among the variables least affected by response vari­
ability are the two measures of fertility which are central 
to much of the WFS analysis. These are the number of 
Children ever born and Births in the past five years. This 
is reassuring, although even for these variables the 
responses for the two interviews are by no means per­
fectly consistent. Almost one in five differs on the two 
occasions. Another variable which performs well is Age 
group, where the respondents are classified in five-year 
age groups. The difference between the apparent reliabil­
ity of Age and Age group arises from the fact that many 
of the discrepancies in the age variable nevertheless do 
not cause the individual to cross the boundary of the age 
group. It is worth noting that even for this variable one 
in six of the women is classified in a different age group 
in the two interviews. 



Two variables deserve special mention. The dichot­
omy included in the table - Ever-use of contraception -
performs well except in terms of K and Kw. Since this 
variable has only two categories, each discrepancy 
receives considerable weight in the computation. This is 
appropriate since a discrepancy represents a complete 
misclassification on one occasion. The other interesting 
variable is Number of children desired. This is one of the 
few attitudinal items in the questionnaire, and may be 
expected to be particularly sensitive to response vari­
ability. The full cross-tabulation of the responses for this 
variable was given in table 4. 

The measure Kw does not seem from the table to be 
particularly useful. Where the range of the variable is 
very wide, as it is for many of these variables, the dis­
crepancies, while substantively serious, are small in com­
parison. In such cases Kw is a rather insensitive index of 

consistency. Furthermore, since the marginal distribu­
tions are in general fairly close, Kw will tend to be almost 
identical to the correlation between the two. sets of 
responses (ie those for the original interviews and the 
re-interviews). 

For eleven of the variables the value of Kw is greater 
than 0.9. Of the remaining seven variables two have 
values of Kw around 0.85; in both cases the distribution of 
responses is skewed and this also affects the correspon­
dence between A and K. For the remaining five variables 
the value of Kw is relatively low. However, the complexity 
of the measure means that no single straightforward 
general proposition can be put forward as an interpreta­
tion of the values of Kw. In general, though, a low value 
for Kw does imply that the variable concerned is subject 
to considerable unreliability in the responses. 
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4 Components of the Total Variance 

4.1 INTRODUCTION - SIMPLE VARIANCE 

The conventional measures of reliability described and 
used in section 3 do not enable us to fit the examination 
of the consistency of reporting into the general frame­
work of statistical inference. The total variability of the 
estimates obtained from the survey is the sum of the 
sampling variability and the non-sampling variability. In 
this section we partition the total variance of the estima­
tors into four components, each of which has different 
implications for survey design. 

A particular survey is regarded as a single trial, ie the 
survey is regarded as conceptually repeatable. An 
observation for the jth element in the population for trial 
t is denoted by Yio where j denotes the individual and t 
denotes the trial. 

The observation Yit can be partitioned as follows: 

(4.1) 

where Yi is the true value for element j and sit is the 
variable response error (or response deviation) obtained 
for element j at trial t. This model ignores fixed response 
errors (response biases). Once we have specified the distri­
bution of the (sit) the model is completely specified. The 
distribution of the (si1) is called the ~-distribution. The 
objective of the survey is to estimate the population mean 

(4.2) 

·The sample mean of the observations is 

- 1 \' 
Y.t = n ;._, Yit· 

JES 

(4.3) 

Simple sampling variance (SSV) 

One of the SQurces of variation in the results of a survey 
is the variation among the true values for different 
individuals in the population. These true values are the 
quantities of interest in the survey itself. The true value 
for each individual is fixed. The variation between these 
values, usually measured by the population variance CT~, 
is also fixed. The only variability to which the results 
would be subject if the true values were observed directly 
would arise from the fact that typically only a sample 
from the population is observed. 

The simplest sample design is a simple random 
sample. Although such a design is extremely rare in 
practice, it provides a useful benchmark for the evalu­
ation of other sample designs. For a simple random 
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sample of size n from a population of size N, the variance 
of the sample mean Y.t is 

where 

f' 
n - 1 
N - 1 · 

(4.4) 

If the finite population correction (1 - f') is ignored, 
this gives 

(4.5) 

The subscript p in Vp(Y.1) indicates that this is the 
sampling variance of Y.1, and the variability is a function 
of the sample design p and its associated sampling distri­
bution. The variance in ( 4.4) is the simple sampling 
variance (SSV). 

In the case of the Lesotho Fertility Survey, as in all 
other WFS surveys, the sample design was not a simple 
random sample. It is, however, possible to obtain a good 
estimate of CT~ from the data. The most accurate 
procedure (given for example in Kish (1965)) involves the 
use of the correctly estimated sampling variance for the 
design. In practice, an acceptable approximation can be 
obtained by treating the sample observations as though 
they had arisen from a simple random sample. 

Simple response variance (SRV) 

The second important source of variation in the results is 
the set of response deviations (the (sit) in (4.1)). The value 
of an observation is determined not only by the true 
value for individuals but also by errors of measurement. 
The presence of these errors makes the estimates derived 
from the survey observations less stable and less precise 
than they would otherwise be. 

The simplest situation is that in which the only distor­
tion of the true values is a random disturbance term; in 
other words, the response deviations are not correlated 
with the true values or with each other. In terms of the 
model this is equivalent to specifying that 

E(si1) 

V,,(sit) 

0 [all j] 

[all j] 

Cov,1(si1, Byr) = PiyCTjD'y = 0 [all j] 

The component of the variance contributed by these 



uncorrelated response errors is 
(J2 

V (- ) e 
•1 Y.t = n· (4.6) 

The variance in (4.6) is a function of the sizes of the 
response deviations and the size of the sample, and is the 
simple response variance (SRV). 

We do not have any direct means of observing the 
values of the response deviations. In order to estimate CJ; 
we need to have at least two observations on each in­
dividual in the sample. The set of differences (Yi 1 - Yii) 
provides for us the values of (eit - eh), ie the difference 
between the response deviations for individual j on the 
first and second occasions. The variance of(eit - eh) can 
be estimated simply and is 

2 (J2 + (J2 2CJ 
(J '1,2 = '1 '2 - e1e2' 

Ifwe assume, not unreasonably, that CJ;
1 

gives 

(J;l,2 = 2(J;(l 

We estimate CJ; by 

'2 - 1 '2 CJ, - 2 CJ,1,2 • 

CJ;
2 

= CJ;, this 

(4.7) 

The critical problem with this estimator is that there 
may be a correlation (usually positive in practice) 
between the response errors of the same individual on the 
two occasions; the respondent may for example remem­
ber some of the responses from the first interview, and 
tend to report the same answers in the re-interview. If the 
correlation is positive a-; underestimates the simple res­
ponse variance in the survey by a factor (1 - Q,1,,,). The 
data may be used to investigate whether such a positive 
correlation is present by comparing the variance of the 
response deviations for different time intervals between 
the interviews. 

Simple total variance (STV) 

The simple response variance is a measure of the variabil­
ity of the response deviations. The simple sampling 
variance is a measure of the variability of the true values 
in the population. The sum of these two quantities is 

(J2 (J2 

.:::J'.+---" 
n n 

(4.8) 

and can be called the simple total variance (STY). This is 
the variance of the mean of a simple random sample of 
size n from the population when the response deviations 
(e·t) are uncorrelated. The STY can be estimated directly 
fr1om the data by taking the observed variance of the 
observations ignoring the finite population correction 

E(~) = (~) + (~) (4.9) 

where 
n 

s2 l {(Yit - Y.t) 2/(n - l)}. (4.10) 
j~I 

A useful measure of the reliability of the data is the index 
of inconsistency, I, where 

(J2 

I = " 
(J2 + (J2. 

y f. 

( 4.11) 

This index measures the proportion of the simple total 
variance (4.8) which may be attributed to tM simple 
response variance (4.6). Thus, in effect, the index I 
enables us to partition the simple total variance into two 
constituent parts: 'true' variability in the underlying 
values of the variable in the population and the random 
disturbance (noise) introduced into the observations by 
the measurement process itself. 

Estimation of the components of the simple total 
variance 

As the preceding section demonstrates, the simple 
variance estimated from a sample of observations auto­
matically includes the simple sampling variance and the 
simple response variance. With repeated observations we 
obtain in effect two estimates of this simple total 
variance, one from the original interviews and one from 
the re-interviews. The simple sampling variance and the 
simple response variance, however, can only be estimated 
from the two sets of observations together. This section 
gives two examples of the estimation of the components 
of the simple total variance and of the index of incon­
sistency, I. 

On the basis of the data in table 6, the parameters of 
the three frequency distributions can be estimated. The 
distributions of the responses in the original interviews 
and the re-interviews provide estimates of the simple 
total variance. The distribution of the deviations 
provides an estimate of the simple response variance. 

From table 7A, both 0.782 and 0.836 are estimates of 
the simple total variance, whereas 0.243 is an estimate of 
the simple response variance multiplied by two. Thus the 
estimate of CJ; is 

a-; = t(0.243) = 0.1215. 

The best available estimate of CJ; + CJ; is ----(J; + (J; = t(0.782 + 0.836) = 0.809. 

In order to obtain a single estimate of CJ; from the two 
sets of observations CJ; is obtained by subtracting a-; from 
the estimate of CJ; + CJ;, 

Thus, 

a-; = t(0.782 + 0.836) - t(0.243) = 0.6875. 

From table 7B, the corresponding estimates for ever-use 
of contraception are: 

a-; = t(0.170) = 0.085 

~ = t(0.198 + 0.111) = 0.1545 

a-; = 0.1545 - 0.085 = 0.0695. 

The estimates above provide all the information 
required for the estimation of the index of inconsistency, 
I. For births in the past five years: 

0.1215 
0.809 

0.150. 
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Table 6 Data for estimation of simple variance components for two variables 

Value Original 
interview 

A Births in the last five years 
0 215 
1 217 
2 155 
3 22 
4 I 

B Ever-use of contraception 
0 446 
I 163 

For ever-use of contraception: 

i 0.085 
0.1545 

0.550. 

Re-interview 

204 
209 
168 
26 

3 

531 
78 

This procedure makes use of all available data. Instead 
of using the matrix containing the full cross-classification 
of the responses from the two sets of interveiws (exam­
ples are given in tables 1-4 in section 3), which becomes 
unwieldy when the number of categories is large, the data 
are used in the form given in tables 6 and 7. All the 
characteristics of the simple total variance can be derived 
from these distributions. 

Table 8 presents the components of the simple total 
variance for eighteen key variables, arranged in order of 
increasing values of i. The variables show a very wide 
range of values, but some interesting conclusions may be 
drawn from the table. 

In assessing the meaning of the values of i presented 
in table 8 it is important to bear in mind that i is a ratio 
of two variances. The numerator a-; is the simple response 
variance and is a measure of the magnitude of the incon­
sistencies in the responses. The denominator 0-~ + a-; is 
the simple total variance, which measures the total 
variability in the observations. The size of the ratio i 
therefore depends critically on the size of a-;, and values 
of i may be misinterpreted unless the analyst is aware 

Deviation between 
original interview 
and re-interview 

-3 
-2 
-1 

0 
1 
2 
3 

-1 
0 
1 

Frequency 

I 
4 

69 
501 

30 
4 
1 

14 
496 
98 

that the value of 0-~ may well be different even for varia,:: 
bles which are measured in the same units. The index I 
measures the proportion of the total variability in the 
responses which is due to disturbances introduced into 
the observations by the measurement process itself. 

Somewhat surprisingly, the six variables with the low­
est values of i are the individual dates obtained for the 
first, next to last and last births. The values of I range 
from 0.037 to 0.062. There is a consistent increase in I as 
the births become more distant in time. In fact, the 
deterioration in reporting is more severe than that indi­
cated by I itself. An inspection of the simple response 
variance (O-;) shows that for the dates in years the value 
rises from 1.1 through 1.6 to 4.5 and for the dates in 
months from 171 through 244 to 632. The relatively 
slight increase in I for date of first birth is due to the large 
value of a-; for the first birth. This is inevitable, since the 
possible range of values for date of first birth is consider­
ably wider for the total sample of women aged 15-49 
than the range of values for date of last birth. However, 
overall, these six variables seem to be reliably reported. 

The next four variables are central to much of the 
analysis of WPS data. Age, age in five-year groups, year 
of first marriage and marital duration are all used widely 
as classification variables. All four have values of I near 
0.07 and seem on this basis to be measured reliably. This 
issue, however, is considered in more detail in the follow­
ing sub-section. 

Table 7 Components of the simple variance for two variables 

Measure 

A Births in the last five years 
Mean 
Standard deviation 
Standard error 
Variance 

B Ever-use of contraception 
Mean 
Standard deviation 
Standard error 
Variance 
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Original 
Interviews 

0.977 
0.884 
0.036 
0.782 

0.267 
0.445 
0,018 
0.198 

Re-interviews Deviations 

1.041 -0.063 
0.914 0.493 
0.037 0.020 
0.836 0.243 

0.129 0.138 
0.333 0.412 
0.014 0.017 
0.111 0.170 



Table 8 Components of the simple response variance for eighteen variables 

No Variable 

1 Year of last birth 
2 Month of last birth 
3 Year of next to last birth 
4 Month of next to last birth 
5 Year of first birth 
6 Month of first birth 
7 Age 
8 Age in five-year groups 
9 Year of marriage 

10 Marital duration 
11 Children ever born 
12 Years of education 
13 Births in past five years 
14 Age at first marriage 
15 Last closed birth interval 
16 No of children desired 
17 Ever-use of contraception 
18 First birth interval 

The group of three variables following the date-based 
variables have moderate values of I. Two of them -
children ever born and births in the past five years - are 
variables of crucial importance to the analysis of fertility. 
It may seem a little surprising that the more recent data 
have a larger value of I than the more general variable 
children ever born. This arises from two factors. First, 
births in the past five years depends not only on births 
being reported but also on the dates of these births, thus 
adding a potential source of inconsistency. Secondly, the 
value of&; is much larger for children ever born, so that 
although the simple response variance is much lower for 
births in the past five years, the value of I is almost twice 
as large. 

The remaining five variables have high values for I. In 
each case the proportion of the simple total variance due 
to the simple response variance is over 30 per cent. Three 
of the variables are based on dates and it is remarkable 
that the values of I are so large given the apparent 
reliability of the individual date variables. Table 9 gives 
the relevant data. 

The first of these variables is Age at first marriage, 
which is derived directly from year of marriage (9) and 
year of birth (7). It is worth examinini in some detail the 
way in which the observed value of I arises. 

The value of&; for age at marriage is the variance of 

A2 
CJY 

A2 
CJ, I 

29.06 1.118 0.037 
4210 171.3 0.039 

28.77 1.649 0.054 
4147 244.0 0.056 

67.79 4.456 0.062 
9752 631.7 0.061 

78.55 5.168 0.062 
3.122 0.2325 0.070 

74.88 5.973 0.074 
75.18 5.964 0.074 

6.180 0.5580 0.083 
4.277 0.6460 0.131 
0.6875 0.1215 0.150 
7.017 3.102 0.306 

324.9 185.8 0.364 
3.523 3.248 0.480 
0.0695 0.0850 0.550 

234.9 330.8 0.585 

the difference between the 'true' values of year of mar­
riage and year of birth. Since these two variables are 
highly correlated, the value of&; for age at marriage is 
much lower than the value of&; for either of £hem. This 
automatically implies that the denominator in I for age at 
marriage will be much smaller than that for the two 
variables from which it is derived. 

Similarly, the simple response variance for age at first 
marriage is the variance of the difference between the 
response deviations on the other two variables. In this 
case there are no a priori grounds for expecting a correla­
tion between the two sets of response deviations. If there 
were no correlation we would obtain a value of &; of 
approximately 11.1. In fact, &; is 3 .1. This indicates that 
to some extent the reporting of age at marriage is of 
higher reliability than could be expected from the quality 
of the two dates from which it is derived. The value of I 
obtained is, however, a valid measure of the reliability of 
the variable itself. 

For the two birth interval variables the same general 
structure emerges. The values of I obtained are due to a 
dramatic reduction in &; counterbalanced in part by a 
decrease in &;. For both variables, but particularly for 
the first birth interval, the values of I are very large and 
indicate a high degree of unreliability. 

The other two variables in table 8 are of a different 

Table 9 Results relating to the reliability of age at first marriage, last closed birth interval and first birth interval 

Variable A2 
CJY 

A2 
CJ, I Variable A2 

CJ y 
A2 
CJ, I 

Year at marriage 74.88 5.973 0.074 Age at marriage 7.02 3.102 0.306 
Year at birth 78.55 5.168 0.062 

Month of last birth 4210 171.3 0.039 Last closed birth 325 185.8 0.364 
Month of next to interval 

last birth 4147 244.0 0.056 

Date of marriage 10707* 842.2* 0.073* First birth interval 235 330.8 0.585 
Month of first birth 9752 631.7 0.061 
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Simple 
response 
variance 

D 
Simple 
sa~pling 
variance 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
(04) (04) (05) (06) (06) (06) (06) (07) (07) (07) (08) ( 13) ( 15) (31) (36) (48) (55) (59) 

Figure 1 Simple total variance (the variable numbers correspond to those in table 8) 

type. Number of children desired is an attitudinal variable 
and thus might be expected to be particularly sensitive to 
the measurement process. Both this and Ever-use of con­
traception are variables for which the true value could 
change in the time period between the two interviews. 
Because of the form in which the data were collected, it 
is not possible to adjust these variables to take changes 
into account. Both show a high degree of inconsistency 
between the two interviews. 

Figure 1 gives a diagrammatic presentation of the 
components of the simple total variance for the variables 
in table 8. 

Reliability of different categories of respondents 

The results in the previous section give an overall view of 
the magnitude and pattern of the response variance for 
the variables considered. It is important, however, to 
bear in mind that most of the analysis of the survey data 
will be carried out on subsets of the sample, ie subclasses 
of the population. In this section two important sets of 
subclasses are examined: education subclasses and age 
groups. The classification value in each case is taken as 
reported in the first interview. 

Education subclasses 
Table 10 presents the values of a-;, a-; and I for three 
education subclasses - those with 0--4 years of educa­
tion, those with 5-6 years and those with seven or more 
years. In some ways it would have been preferable to use 
instead the categories no education, 1-5 years and six or 
more years, but the number of cases in the no education 
category would then have been too small to give reason­
ably stable results. 

In evaluating the results in this table two different 
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criteria can be considered. Since we are comparing the 
reliability across subclasses within each particular vari­
able the simple response variance IJ; is in some ways the 
most appropriate measure. However, the implications of 
a particular value of IJ; in analyses involving more than 
one variable arise from the magnitude of the index of 
inconsistency I, which depends also on the variability of 
the true values in the subclass. 

The most striking feature of table 10 is that for all but 
two variables the value of a-; is largest for the lowest 
education group. This is consistent with our expectation 
that the quality of responses rises with level of education. 
The value of a-; for those with little education is typically 
between 40 and 100 per cent larger than a-; for the total 
sample. In cases where the level of reliability overall is 
already low this suggests that there is even more cause for 
concern when the analysis is confined to this subclass. 
Two variables may be taken as examples. For the First 
birth interval the simple response variance for the total 
sample is estimated to be 331; for the low education 
subclass the value is 628, almost twice as large. For Age 
at first marriage the values are 3.1 and 4.2 respectively. 

When the index of inconsistency is taken as the 
criterion the results follow the same pattern. This is 
reassuring since I depends not only on a-; but also on a-;, 
which is also an estimate. For twelve of the variables the 
value of I is largest for the lowest education subclass. 
Five variables for which this is not the case are the dates 
of the last and next to last births and the last closed birth 
interval, which is derived from them. The remaining 
variable, years of education, is a special case. 

For the former set of twelve variables the value ofl for 
the lowest education subclass is between 30 and 90 per 
cent higher than the value of I for the total sample. 
Generally the increase is due to the larger value of a-; for 



Table 10 Components of the simple total variance for the total sample and three education subclasses 

Variable 

Year of last birth 
Month of last birth 
Year of next to 

last birth 
Month of next to 

last birth 
Year of first 

birth 
Month of first 

birth 
Age 
Age in five-year 

groups 
Year of marriage 
Marital duration 
Children ever born 
Years of education 
Births in last five 

years 
Age at first 

marriage 
Last closed birth 

interval 
No of children 

desired 
Ever-use of 

contraception 
First birth 

Total sample (n = 609) 

a1: y 

29.06 
4210 

28.77 

4147 

67.79 

9752 

78.55 
3.122 

74.88 
75.18 

6.180 
4.227 
0.6875 

7.017 

324.9 

3.523 

0.0695 

234.9 

1.118 
171.3 

1.649 

244.0 

4.456 

631.7 

5.168 
0.2325 

5.973 
5.964 
0.5580 
0.6460 
0.1215 

3.102 

185.9 

3.248 

0.0850 

330.8 

0.037 
0.039 
0.054 

0.056 

0.062 

0.061 

0.062 
O.Q70 

0.074 
0.074 
0.083 
0.131 
0.150 

0.306 

0.364 

0.480 

0.550 

0.585 

· 0-4 years' education (n = 191) 

43.57 
6346 

42.50 

6078 

68.20 

9810 

76.72 
3.069 

76.45 
77.02 

6.243 
2.726 
0.672 

5.857 

410.0 

3.047 

0.0510 

121.1 

a1: 
' 

2.058 
322.0 

2.010 

302.0 

9.059 

1285 

8.751 
0.3717 

10.46 
.10.40 

0.8182 
0.7925 
0.1668 

4.156 

148.2 

4.694 

0.0677 

628.2 

Table 11 Components of the simple total variance for two sets of related variables 

Variable 

Month of first 
marriage 

Month of first 
birth 

Correlation between 
response deviations 

First birth 
interval 

Age 
Year of first 

marriage 
Correlation between 

response deviations 
iv Age at first 

marriage 

Total sample (n = 609) 

a1: y 

10783 

9752 

234.9 

78.55 
74.88 

7.017 

860.0 

631.7 

0.78 

330.8 

5.168 
5.973 

0.72 

3.102 

0.074 

0.061 

0.585 

0.062 
0.074 

0.306 

0-4 years' education (n = 191) 

a1: y 

11009 

9810 

121.1 

76.72 
76.45 

5.857 

1506 

1285 

0.77 

628.2 

8.751 
10.46 

0.78 

4.156 

0.043 
0.046 
0.043 

0.046 

0.113 

0.112 

0.103 
0.109 

0.118 
0.117 
0.116 
0.223 
0.196 

0.424 

0.255 

0.639 

0.564 

0.856 

0.118 

0.112 

0.856 

0.103 
0.118 

0.424 

5---6 years' education (n = 253) 

a1: y 

23.15 
3347 

22.86 

3337 

66.87 

9602 

81.51 
3.199 

71.02 
70.88 

6.290 
0.2598 
0.7111 

6.897 

330.1 

3.302 

0.0703 

335.8 

0.3384 
52.88 

1.275 

186.8 

1.414 

195.2 

3.443 
0.1626 

3.622 
3.748 
0.3505 
0.3332 
0.0924 

3.120 

233.0 

2.536 

0.0782 

255.5 

5---6 year's education (n = 253) 

a1: y 

10227 

9602 

335.8 

81.51 
71.02 

6.897 

552.0 

195.2 

0.64 

255.5 

3.443 
3.622 

0.56 

3.120 

0.014 
0.015 
0.049 

0.049 

0.021 

0.020 

0.040 
0.048 

0.048 
0.050 
0.053 
0.571 
0.114 

0.313 

0.411 

0.433 

0.524 

0.462 

i 

0.048 

0.020 

0.462 

0.040 
0.048 

0.313 

7 or more years' education (n = 165) 

a1: y 

18.30 
2633 

18.92 

2709 

56.63 

8189 

68.55 
2.689 

64.24 
64.59 

5.533 
0.4195 
0.666 

7.755 

206.7 

3.680 

0.0880 

244.4 

a1: 
' 

1.123 
162.9 

1.746 

257.8 

3.705 

530.1 

3.211 
0.1470 

4.14 
4.00 
0.5760 
0.7870 
0.1230 

1.760 

155.3 

2.853 

0.1075 

57.52 

0.058 
0.058 
0.084 

0.087 

0.061 

0.061 

0.045 
0.052 

0.061 
0.058 
0.094 
0.652 
0.156 

0.185 

0.429 

0.437 

0.550 

0.191 

7 or more years' education (n = 165) 

a1: y 

9251 

8189 

244.4 

68.55 
64.24 

7.755 

596.0 

530.1 

0.95 

57.52 

3.211 
4.14 

0.76 

1.760 

0.061 

0.061 

0.191 

0.045 
0.061 

0.185 



the subclass. Furthermore, the correlation between the 
response deviations for related variables carries through 
to each of the subclasses. Table 11 illustrates this for two 
sets of variables. 

The first set of three variables shows the way in which 
the reliability of Age at first marriage is determined. The 
two basic variables are Age (or year of birth) and Year of 
first marriage. The difference between these is Age at.first 
marriage. The. reliability of measurement for Age and 
Year of first marriage can be expressed as a-;. In both 
cases this is largest for the least educated subclass. The 
two other subclasses have similar values for a-;. When we 
consider Age at first marriage we find that a-; for this 
variable is much lower than we would expect on the basis 
of the values for the two variables from which it is 
constructed. If the response deviations for the two com­
ponent variables were uncorrelated, then the response 
variance for Age at first marriage would be equal to the 
sum of the response variances for the other two. It is 
reassuring to note that this is not the case. For all three 
subclasses there is a strong positive correlation between 
the response deviations for Year of birth and Year of first 
marriage. Thus respondents are making compensating 
errors in reporting year of birth and year of first mar­
riage. The absolute size of the response variance is in fact 
less for age at first marriage than for either Year of birth 
or Year of first marriage for all subclasses. The correla­
tion between the response deviations for the two latter 
variables is between 0.6 and 0.8 in each case. 

The implications for the reliability of reporting of Age at 
first marriage are considerable. In the absence of the cor­
relation between the response deviations between the two 
component variables the value ofl would be about 0.6 for 
the total sample and between 0.5 and 0.8 for the sub­
classes. The actual values of I are 0.31 for the total sample 
and 0.19, 0.31 and 0.42 for the most, middle and least 
educated subclasses respectively. The reason that all the 
values of I are larger for Age at.first marriage than for Year 
of birth and Year of first marriage is that the variance of the 
true values (a;) is much smaller for the former. 

The other set of three variables shows the same under­
lying pattern. The situation here illustrates even more 
dramatically how unwise it is to assume anything about 
a composite variable on the basis of information about 
the component variables separately. The two component 
variables are Month of first birth and Month of first 
marriage. Both have low values of I - 0.07 for the total 
sample and between 0.02 and 0.12 for the subclasses. The 
two variables are used to calculate values of the First 
birth interval. There are two ways in which we can con­
sider the reliability of measurement of the variables. The 
most basic measure is the simple response variance a-;. In 
the case of all three variables a-; is largest for the least 
educated subclass - about twice the value for the total 
sample. Once again the response deviations for the two 
basic variables are highly correlated. There is a strong 
element of compensation in the errors in date of First 
marriage and date of First birth. In the absence of this 
correlation values of a-; of about 1500 for the total sample 
and 2800 for the least educated subclass might be expec­
ted. In fact, the values obtained were 331 and 628 respec­
tively. This implies a correlation of about 0.8 between the 
two sets of response deviations. 
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The second measure of reliability is the index of incon­
sistency, I. This depends not only on a-; but also on a-;. 
The situation is similar to that described above for the 
first set of variables. For the total sample a-; is about 
11 000 for date of first marriage and I 0 000 for date of 
first birth. The variation in the first birth interval is, of 
course, much less - only 235 for the total sample. Conse­
quently the values of I are far greater for the first birth 
interval than for the other two variables despite the 
smaller values of a-;, ranging from 0.19 for the most 
educated group to 0.86 for the least educated. 

These two sets of variables illustrate some important 
principles in assessing measurement error. First, the 
reliability - however measured - for a composite vari­
able cannot be predicted in any uniform way from the 
reliabilities of the component variables. Secondly, there 
is a high degree of correlation between response devi­
ations on related variables. Thirdly, the overall reliability 
of a variable is dependent on both the size of the meas­
urement error and the extent of the variability among the 
true values for the variable concerned. 

Table 12 presents the data for the deviant variables in 
table 10. The variables involved all relate to dates of 
more recent births. The two component variables are 
Date of last birth and Date of next to last birth. The 
composite variable is Last closed birth interval. The pat­
tern of values of I across subclasses is inconsistent with 
that found for the other variables. The values of I for the 
least educated subclass are lower for all three variables 
than those for the most educated subclass. 

The basic reason for this anomaly is the variation in 
the value of a-; - the simple sampling variance, or the 
variation between the true values. The values of a-; are 
largest for the least educated and smallest for the most 
educated, so that although the simple response variance 
is lower for the more educated respondents, the relative 
reliability is not. 

The same strong positive correlation between res­
ponse deviations illustrated in table 11 for the two com­
ponent variables is present also in table 12. In this case 
this would have been expected (or at least hoped for), 
since the two variables are part of the birth history and 
are measured by an integrated set of questions in the 
questionnaire. 

Age subclasses 
Table 13 presents the values of I and of the components 
of the simple total variance for two age subclasses - those 
under 25 and those 45 and over. Age subclasses are 
widely used in the analysis of WFS data and it is impor­
tant to assess the reliability of reporting for these subsets 
of the sample. 

The most striking feature of table 13 is the contrast 
between the values of the simple response variance for 
the two subclasses. The older subclass provides substan­
tially less reliable reporting than the younger one. The 
simple response variance for the older subclass is typi­
cally twice as large as that for the younger subclass, and 
in some cases the difference is even greater. A possible 
interpretation of this difference is that in recalling events, 
the extent of the unreliability is determined at least in 
part by the time elapsed between the event and the inter­
view. This interpretation is supported by the internal 



Table 12 Components of the simple total variance for a composite variable and its elements 

Variable Total sample (n = 609) 0-4 years' education (n = 191) 5--6 years' education (n = 253) 7 or more years' education (n = 165) 

82: a; f 82: a; f 82: a; f 
,, ,, 1 y y y ay er,; 

Month of last birth 4210 171.3 0.039 6346 322.0 0.046 3347 52.88 O.oI5 2633 162.9 0.058 
Month of next to 4147 244.0 0.056 6078 302.0 0.046 3337 186.8 0.049 2709 257.8 0.087 

last birth 
Correlation between 0.55 0.76 O.o3 0.62 

response deviations 
Last closed birth 324.9 185.8 0.364 410.0 148.2 0.255 330.l 233.0 0.411 206.7 155.3 0.429 

interval 



Table 13 Components of the simple total variance for the total sample and two age subclasses 

Variable Total sample (n = 609) 
•2 
(J y 

•2 
fJ, I 

Year of last birth 29.06 1.118 0.037 
Month of last birth 4210 171.3 0.039 
Year of next to last 28.77 1.649 0.054 

birth 
Month of next to 4147 244.0 0.056 

last birth 
Year of first 67.79 4.456 0.062 

birth 
Month of first 9752 631.7 0.061 

birth 
Age 78.55 5.168 0.062 
Age in five-year 3.122 0.2325 0.070 

groups 
Year of first marriage 74.88 5.973 0.074 
Marital duration 75.18 5.964 0.074 
Children ever born 6.180 0.5580 0.083 
Years of education 4.227 0.6460 0.131 
Births in last five 0.6875 0.1215 0.150 

years 
Age at first 7.017 3.102 0.306 

marriage 
Last closed birth 324.9 185.8 0.364 

interval 
No of children 3.523 3.248 0.480 

desired 
Ever-use of 0.0695 0.0850 0.550 

contraception 
First birth 234.9 330.8 0.585 

interval 

evidence, which can be obtained by comparing the 
observed response variances for different events for the 
younger subclass. The simple response variance for year 
of last birth (a recent event) was 0.351; for year of next 
to last birth (a more distant event) 1.758; and for year of 
first birth (a still more distant event) 2.051. 

An examination of the values of I provides significant 
evidence of the complex nature of the problem of 
evaluating response reliability. Overall, the pattern is 
that which could be expected. For ten of the seventeen 
variables the value ofl is larger for the older group. Two 
examples of the expected pattern are Desired family size 
and First birth interval. The values of 8-~ are approxi­
mately stable and the variation in the values of I is due 
to the greater unreliability of responses for the older 
group. This is essentially the pattern established in 
table 10 for the education subclasses. The pattern does 
not, however, hold for other variables. 

The first major difference between the results of 
table 10 and those of table 13 can be illustrated by the 
variable Year of first marriage. The values of I for the 
younger and older groups are 0.39 and 0.43 respectively. 
The two intermediate age groups (not given in table 13) 
have similar values. The value of I for the total sample is 
0.07. Figure 2 gives a diagrammatic representation. The 
problem here is that the value of 8-~ is very different for 
the subclasses and for the total sample. This is because 
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Age ~ 25 years (n = 169) Age ~ 45 years (n = 64) 
•2 
(Jy 

•2 
rJ, I •2 

(Jy 
•2 
rJ, I 

0.8935 0.351 0.282 48.39 1.695 0.034 
120.8 61.27 0.337 7043 259.5 0.035 

1.460 1.758 0.546 44.89 1.404 0.030 

205.1 269.0 0.567 6368 198.5 0.030 

4.930 2.051 0.294 13.40 5.820 0.303 

693.7 283.l 0.290 1949 799.2 0.291 

6.096 4.258 0.411 2.100 7.255 0.776 
0.204 0.1965 0.491 d.n.a. d.n.a. d.n.a. 

6.018 3.810 0.388 9.453 7.135 0.430 
5.891 3.977 0.400 9.586 7.021 0.423 
1.019 0.3160 0.237 7.351 0.5950 0.075 
3.190 0.7245 0.185 n.a. n.a. n.a. 
0.5370 0.1255 0.189 0.2970 0.0475 0.140 

2.889 1.416 0.329 7.256 2:909 0.286 

196.5 64.45 0.247 363.l 296.4 0.449 

3.383 2.175 0.391 3.248 3.029 0.480 

0.0500 0.0575 0.535 0.0200 0.0655 0.766 

196.6 74.27 0.274 167.0 592.8 0.780 

the restriction of a subclass to a particular age group 
necessarily reduces the possible variation in Year of first 
marriage considerably compared to the variation in the 
total sample of women aged 15-49. The value of 8-~ for 
the total sample is 74.88; for the under 25 age group it is 
only 6.02; for the 45 and over age group it is 9.45. The 
same phenomenon occurs for Age at first marriage, Mar­
ital duration, Age at first birth and, of course, Age. These 
variables are all age-related, and when the subclasses are 
based on an age categorization the values of I for the 
total sample are no longer an 'average' of the subclass 
values as they were for the education subclasses con­
sidered earlier. The alternative diagrammatic representa­
tion in figure 3 illustrates this. 

The discussion above raises a fundamental question 
about the apparent ranking of the variables in terms of 
reliability indicated by figure 1. The initial impression 
given by the I values is that Age, for example, is extremely 
reliably reported. Table 13 shows that this assessment is 
crucially dependent on the context in which the variable 
is used. When the total sample is being considered, or 
when a subclass is being used which is not age-related, 
the relative reliability of age reporting is high, as meas­
ured by the value of I. When the analysis is restricted to 
an age group, however, the situation changes and the 
measure of a relationship between age and any other 
variable is severely affected by the response deviations. 
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Figure 2 Relative sizes of the components of the simple 
total variance for two age groups 
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Figure 3 Absolute sizes of the components of the sim­
ple total variance for the total sample and two age groups 

The same caveat applies to Marital duration. It is worth 
noting that the contrast between the reliability of Age at 
first marriage and Marital duration and that of Age is 
transformed by this change of context. For the restricted 
subclasses the i values are all about 0.40, whereas for the 
total sample both Age and Marital duration have i values 
near 0.07. In fact, for the age subclasses Age at first 
marriage is more reliable than the other two variables. 

The second major difference between the age and the 
education subclasses can be seen in the group of variables 
dealing with dates of children's births. For Date of first 
birth and Date of last birth the reliability of reporting, as 
measured by the simple response variance, is much 
higher for the younger age group. But because of the 
range of dates to which the measurement refers, the 
values of i are approximately equal for first birth and 
much higher for the younger age group for date of last 
birth. The same contrast holds for date of next to last 
birth. 

Two other variables are worth considering. Number of 
children desired has essentially the same pattern as the 
date of birth variables and the values of i reflect this. 
Births in the past five years is different insofar as it is a 
variable whose main relevance is to the younger group. 
This is the only variable for which the simple response 
variance is substantially larger for the younger respon­
dents. 

Conclusion 
The analysis in this section establishes a clear pattern of 
response variability across subclasses but also suggests 
that great care must be taken in using measures of 
reliability outside the context in which they are cal­
culated. The quality of the data is highest for the younger 
and for the more educated respondents. This is not 
necessarily reflected in the values of the index of inconsis­
tency, i, because of the dependence of ion the variation 
in the true values for the group of respondents under 
consideration. The most striking illustration of this is 
given by the analysis of age subclasses, where for age­
related variables the values of i are all dramatically 
increased. 

The other important finding is that there is a strong 
element of correlation between response deviations for 
related variables. Tables 11 and 12 give some examples 
of this and provide some reassurance about the quality of 
reporting of intervals. 

4.2 CORRELATED VARIANCE - DESIGN 
EFFECT AND INTERVIEWER EFFECT 

Section 4.1 discusses the partitioning of the simple total 
variance, which is the sum of the simple sampling 
variance and the simple response variance. The simple 
sampling variance is a function of the variability among 
the true values in the population, and is the variance of 
the mean of a simple random sample of size n selected 
from the population of true values. In practice, however, 
simple random samples are rarely if ever used. The actual 
sampling variance is thus not adequately measured by 
the simple sampling variance. The complexity of the 
design of the sample, usually involving both stratification 
and clustering, has an impact on the sampling variance, 
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and a realistic presentation of the sampling variance 
must take these complexities into account. Similarly, the 
simple response variance is the variance of the response 
deviations when it is assumed that the response deviation 
for each individual in the sample is independent of the 
response deviations of the other respondents. This would 
be realistic only if there were no factors in the field 
execution which affected different groups of respondents 
in different ways. Any interrelationship between the res­
ponse deviations within groups of respondents may lead 
to an increase in the response variance over that esti­
mated by the simple response variance. In this section the 
estimation of the correlated variance is discussed. 

Correlated sampling variance (CSV) 

Simple random samples are rarely if ever found in prac­
tice in field surveys. Most sample designs are stratified 
multi-stage ones and the sampling variance of such 
designs is normally greater than the sampling variance of 
a simple random sample of the same size. Typically, 
although stratification leads to a reduction in variance, 
this effect is dominated by the increase in variance due to 
the clustering of the sample. The effect of clustering arises 
from the positive correlation between the true values for 
individuals in the same cluster. The impact of the sample 
design on the sampling variance in WFS surveys is 
presented for twelve countries in Verma, Scott and 
O'Muircheartaigh (1980). The sampling variance can be 
expressed, ignoring the finite population correction, as 

( 4.12) 

The synthetic intra-cluster correlation coefficient, roh, is 
a measure of the internal homogeneity of the clusters 
used in the sample design. This coefficient gives an indi­
cation of the relative similarity of individuals within a 
cluster compared to the similarity of individuals in the 
population as a whole. The more similar individuals are 
to one another within a cluster, the larger the value ofroh 
will be. 

The quantity b is the average number of individuals 
interviewed in each cluster. The increase in the variance 
over the simple sampling variance given by (4.5) is 

0.2 
.:::.l'. {roh (b - l)} 
n 

(4.13) 

and may be called the correlated sampling variance 
(CSV). It is clear from (4.12) and (4.13) that the size of 
b will have an important impact on the correlated 
sampling variance and thus on the total sampling variance 
(TSV) which is given by (4.12). 

In the presentation of sampling variance, the concept 
of the design effect (Kish 1965) is frequently used. The 
design effect, usually denoted by Deff, is the ratio of the 
total sampling· variance ( 4.12) to the simple sampling 
variance (4.5) and is 

De ff 
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(o-;)/n) {l + roh (b - 1)} 
(o-;/n) 

1 + roh (b - 1 ). (4.14) 

The total sampling variance is thus a function of both the 
variability among the true values of the individuals in the 
population and the degree of clustering introduced into 
the sample by the sample design. 

Correlated response variance (CRV) 

The analysis of response deviations presented in sec­
tion 4.1 treats these deviations as uncorrelated; in other 
words, for each particular variable the response devi­
ation for one individual is assumed not to be dependent 
on, or related to, the response deviation for another 
individual. There is, however, one important element of 
the survey operation which may tend to invalidate this 
assumption, at least for some variables. The possible 
intercorrelation arises from the fact that each interviewer 
carries out a set of interviews and may have a systematic 
effect on the responses of those whom she interviews, in 
addition to the random (haphazard) disturbances in the 
responses. If this is the case, then the estimates of 
variance obtained ignoring this factor may seriously 
underestimate the actual variance of the estimators. The 
situation is analogous to that of the sampling variance 
where the simple sampling variance would underestimate 
the total sampling variance. 

The simple model in section 4.1 can be modified to 
take the possibility of intercorrelated errors into account. 
The assumptions given in (4.6) can be changed to: 

E,,(eit) 0 [all j] 

V,,(sit) 172 
' 

[all j] ( 4.15) 

{p,o-: if 
., 

= l 
Cov,1(eijo ei'j't') 

if # i' P20-, 

In ( 4.15) p1 is the correlation between the response 
deviations for individuals interviewed by the same inter­
viewer. The subscript i denotes the interviewer. For com­
pleteness p2, the correlation between response deviations 
for individuals interviewed by different interviewers, is 
included, although typically p2 will be negligibly small. 

Under the model (4.15) the contribution of the res­
ponse deviations to the total variance will be: 

Ignoring r22, this becomes 

(4.16) 

where m is the size of each interviewer's workload. If 
workloads vary in size the formula can be used as an 
approximation with the average workload size for the 
interviewers. The increase in the variance over the simple 
response variance given by (4.7) is 

(4.17) 

and may be called the correlated response variance 
(CRV). 



Figure 4 Total variance by source and type 

Source 

Sampling 

Measurement 
(response) 

Total 

Type 

Simple 

lssvl Simple sampling 
variance: the variance of 
a simple random sample 
of size n 

ISRVI Simple response 
variance: due to random 
(haphazard) response 
deviations caused by the 
observation or measurement 
process 

ISTVI Simple total variance 
discussed in section 4.1: 
the variance of the estimator 
for a simple random sample 
with uncorrelated response 
deviations 

The intra-interviewer correlation coefficient, p1, is a 
measure of the homogeneity imposed on the responses by 
the consistent or systematic effect of each interviewer. 
There is a striking similarity between the form of the 
expression (4.16) for the total response variance and the 
expression (4.12) for the total sampling variance. In order 
to estimate the correlated response variance due to the 
interviewers the survey design must be modified. The 
procedure is discussed in detail in O'Muircheartaigh 
(1982). The basic feature of the design is that the respon­
dents must be allocated randomly to interviewers, so that 
no systematic difference between the workloads of the 
interviewers can contaminate the comparison of their 
results. There will of course be differences between the 
workloads, but as long as the allocation of respondents 
to interviewers is random, these differences can be taken 
into account in the analysis. The implementation of the 
allocation procedure for Lesotho has been described in 
section 2. 

From the data we calculate two linearly independent 
sums of squares 

I the between-interviewers sum of squares; and 
2 the within-interviewer sum of squares. 

If we denote the mean between-interviewers sum of 
squares by C and the mean within-interviewer sum of 
squares by F, we can show that, ignoring !b, 

EPE,,{C} = O"~ + O";{I + p 1(m - l)}J 

and (4.18) 

EPE,,{F} = (j~ + O";(l - p,) 

Hence (1/m)(C-F) provides a possible estimator of p10";. 
In fact, under this model, E{(l/m)(C-F)} = O";(p 1 - p2 ), 

but it is usually recommended as an estimator of p1 O"; 

Correlated 

lcsvl Correlated 
sampling variance: the 
additional variance due 
mainly to the clustering 
of the sample 

ICRVI Correlated response 
variance: the additional 
variance due to inter­
relationship between the 
response deviations caused 
by, for example, a common 
interviewer for each group 
of respondents 

ICTVI Correlated total 
variance: the additional 
sampling and response 
variance neglected by the 
analysis in section 4.1 

Total 

ITSVI Total sampling 
variance: a function 
of the sample design 
and the variability 
among the true values 
in the population 

ITRVI Total response 
variance: a function 
of the data collection 
process 

[]]]Total variance: 
the actual variance of 
the estimators 

since p2 can generally be assumed to be small. See, for 
example, Hansen, Hurwitz and Bershad (1961), Fellegi 
(1964) and Kish (1962). 

4.3 THE TOT AL VARIANCE 

The partitioning of the total variance of the estimator is 
presented in figure 4. The total variance is shown to be 
made up of four components: the simple and correlated 
sampling variances and the simple and correlated res­
ponse variances. The implications of each of these com­
ponents are different in terms of survey design and execu­
tion. 

The simple sampling variance can be affected only by 
changing the sample size. The correlated sampling 
variance is due to, and can be modified by, the choice of 
sample design. The intra-cluster correlation coefficient is 
determined by the choice of clusters (sampling units) for 
the design: the more homogeneous the clusters the larger 
the clustering effect. The average subsample size within 
the selected clusters is the other determining factor, and 
for a given sample size depends on the number of clusters 
included in the sample. 

The simple response variance is to some extent a 
measure of the quality of the data collection process. It 
is a measure of the degree to which the responses 
obtained represent the true values of the variables for the 
respondents. With a perfect measurement process the 
simple response variance would be zero. The simple res­
ponse variance represents the effects of all the factors 
which cause the responses to deviate in a variable or 
non-systematic way from the true values. The correlated 
response variance is the additional variance due to the 
interrelationships between the response deviations. The 
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Table 14 Estimates of p 1I 

Variable 

Ever-use contraception 
Years of education 
No of children desired 
First birth interval 

Marital duration 
Age at marriage 

Main survey 
(total sample) 

0.084 
O.Dl5 
0.041 
0.045 

0.000 
0.005 

most important cause of such intercorrelation, and the 
one dealt with in this paper, is the interviewer. If the 
interviewers have consistent but different effects on the 
respondents whom they interview, this will produce an 
additional component of variance which is analogous to 
the additional sampling variance produced by the selec­
tion of clusters of elements in a cluster sample. 

The two components of the simple total variance -
the simple sampling variance and the simple response 

. variance - represent the basic underlying components of 
the variance. The true values of the individuals in the 
population, which underlie the simple sampling variance 
by determining er;, are fixed regardless of the survey 
design. The response variability among the individuals, 
which underlies the simple response variance, is the result 
of the field execution, the questionnaire and the charac­
teristics of the respondents themselves, and cannot be 
changed unless we change either the questionnaire or the 
quality of the field execution. Thus figure l (see page 20) 
represents the basic situation with regard to the variance 
of the estimators. 

4.4 ESTIMATES OF THE CORRELATED 
RESPONSE VARIANCE - INTERVIEWER 
VARIANCE 

It is not normally possible to estimate the correlated 
response variance in a survey. In order to do so the 
fieldwork design must be modified by allocating the res­
pondents randomly to interviewers, at least within 
sampling units. In Lesotho, as in the other countries in 
which the Response Errors Project was carried out, the 
overall design included both random allocation of res­
pondents to interviewers and re-interviewing of respon­
dents. The design used was based on Fellegi (1964) and 
is extremely powerful in terms of the components of the 
total variance which it enables the analyst to estimate. In 
this section the analysis is confined to the estimation of 
the quantities described in section 4.2. The interviews for 
the main survey and those for the re-interview survey 
were analysed separately. The magnitude of the cor­
related response variance can be estimated for the same 
set of variables in each case. 

The correlated response variance - in this case the 
interviewer variance - is of the form given by ( 4.17) and 
is: 

(4.17) 
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Main survey 
(designated 
sample) 

0.122 
0.077 
0.041 
0.163 

0.016 
-0.006 

Re-interview 
survey 
(designated 
sample) 

0.119 
0.077 
0.048 
0.084 

0.005 
0.032 

A good index of the potential impact of the interviewer 
variance is 

( 4.19) 

where I is the index of inconsistency, defined on page 
17. A simple estimator of the denominator is s2

, 

defined in ( 4.10). A more precise estimator is given by 
(1/m) (C + F) + F from section 4.2. 

Table 14 presents the estimated values of e1I for the 
variables for which significant results were found in 
Lesotho. The estimation procedure provides three 
separate estimates of p 1 I - one for the whole of the main 
survey and one for each phase of the Response Errors 
Project for the respondents who were interviewed twice. 
The latter two sets of estimates are based on distinct data 
sets. 

The values in table 14 are all estimates and are them­
selves subject to variance. It is noteworthy, however, that 
the same four variables emerge as the most sensitive to 
interviewer effect in all three analyses. The estimates in 
the second column are based on a subset of the responses 
considered in the first column, but the third column 
represents an entirely different set of responses. The 
result for Years of education for the total sample is sur­
prisingly low, but otherwise the results provide reassur­
ance on the representativeness of the designated sample. 

The last two variables are included in the table as one 
significant value was obtained in each case. The weight of 
the evidence suggests, however, that neither variable is 
actually subject to interviewer effect but that the value is 
merely the result of chance variation. 

The values of e1 I provide an index of the susceptibility 
of the variables to interviewer effect. The magnitude of 
the variance component can be expressed either as 

2 
Pier, (m - 1) 

n 

or alternatively as 

(4.17) 

(4.20) 

which has the advantage that it uses as a base the value 
of (er; + er;)/n, which is the simple total variance. The 
simple total variance is easily and directly estimable from 
the survey data and also provides the base against which 
the sampling variance is measured in most survey work. 

Whichever form is used, the most important point to 



note is that the average interviewer workload mis critical 
in determining the magnitude of the variance com­
ponent. Even a relatively small value of p1I will have a 
considerable impact on the total variance if the value of 
mis large. With a value of p 1I = 0.04, for example, and 
m = 100, the effect of the correlated response variance 
would be to increase the total variance by an amount 
equal to twice the simple total variance. 

A large value of p1 would not in itself be sufficient to 
imply a large increase in total variance. The size of the 
simple response variance (a;) is also important. If a; is 
small - in particular if it is small relative to the simple 
total variance - even a large value of p1 will have little 
impact. This is indicated by the fact that three of the first 
four variables in table 14 are those with the highest 
values of I in table 8 and figure 1. 

The central point is that the correlated response 
variance is an additional contribution to the total 
variance due to intercorrelations between the response 
deviations. Thus, in principle, if a variable is not subject 
to fluctuations in response - if there is no simple 
response variance there cannot be any correlated res­
ponse variance. Similarly, if the simple response variance 
is very small, a very high degree of intercorrelation 
among the response deviations would be necessary 
before the correlated response variance could make a 
substantial contribution to the total variance. If, how­
ever, for a variable with non-negligible simple response 
variance the responses are sensitive to the behaviour or 
other characteristics of the particular interviewer who 
conducts the interview, then the interviewer variance 
may be an extremely important component of the total 
variance and could in some cases be the dominant com­
ponent. 

4.5 PARTITIONING THE TOTAL VARIANCE 

In this section two variables are considered in detail -
First birth interval and Ever-use of contraception - both 
of which are subject to considerable interviewer effect. 
For each the total variance is presented in terms of its 
four components: simple sampling variance, simple 
response variance, correlated sampling variance and 
correlated response variance (interviewer variance). In 
order to put the results into perspective, two additional 
variables are considered in section 4.6 - Age at marriage 

Table 15 Total variance: first birth interval 

Correlated response 
variance (CR V) 

Correlated sampling 
variance (CSV) 

Simple response 
variance (SRV) 

Simple sampling 
variance (SSV) 

Total variance (TV) 

Base 
components 

25.46 

6.788 

330.8 

234.9 

and Children ever born - neither of which shows any 
evidence of interviewer effect. 

Table 15 presents the results for First birth interval. 
The first column gives the sizes of the base variance 
components - a~, a;, roh a~ and p 1 a;. The next three 
columns give the total variance for three special cases: ( 1) 
the actual design with average interviewer workload (m) 
of 100 and average cluster take of 36.8; (2) a design with 
average interviewer workload of 1 with cluster take un­
changed; (3) a simple random sample (ie b = 1) with 
m = 1. 

The simple total variance is the sum of the simple 
sampling variance and the simple response variance. This 
quantity can be estimated directly from the survey data 
by s2

• 

As part of the routine analysis of WFS surveys, the 
sampling variance is estimated using the CLUSTERS pro­
gram. The estimate is actually an estimate of the simple 
total variance plus the correlated sampling variance. In 
the notation of this section it is an estimate of: 

az az 
::t {l + roh (b - l)} + 2 . 
n n 

The interviewer variance is: 

2 

P1a"(m-l) 
n 

The total variance is: 

az az az 
::t + 2 + .:::.x {roh (b - l)} 
n n n 

(4.21) 

( 4.17) 

(4.22) 

All the components of variance are affected by the 
sample size, but their relative magnitudes are not depen­
dent on the sample size. Of the factors in the total 
variance only two (apart from n) are subject to manipula­
tion through the survey design. These are the interviewer 
workload size m and the average cluster take b. 

Figure 5 presents a diagrammatic representation of 
the results in table 15. Column I gives the estimate of the 
actual total variance and its components for the survey 
design used in Lesotho. The magnitude of the correlated 

m = 100 (act) 
b = 36.8 (act) 

2520.5 

243.0 

330.8 

234.9 

3329.2 

ill= 

b =act 

243.0 

330.8 

234.9 

808.7 

ill= 

b 

330.8 

234.9 

565.7 
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II Ill 

D Correlated response 
variance 

Correlated sampling 
variance 

IV 

Figure 5 Total variance: first birth interval, Lesotho 

sampling and response variances are based on the values 
of band m actually used, ie b = 36.8 and m = 100. It 
is clear from column I that the total variance is domi­
nated by the interviewer variance, which accounts for 
some 76 per cent of the total variance. The correlated 
sampling variance accounts for 7 per cent, the simple 
response variance for 10 per cent and the simple sampling 
variance for 7 per cent. 

Column VI shows only the simple total variance. This 
is the estimate of the total variance that would be 
obtained if s2 /n were used as the estimator, ie if the 
variance were estimated as though for a simple random 
sample. In this case the total variance would be under­
estimated by a factor of more than five. 

Column V shows the quantity actually estimated in 
practice for WFS surveys. This is the estimate provided 
by using the correct formula for the sampling variance. 
In fact it estimates the total sampling variance plus the 
simple response variance. The only component of the 
total variance neglected by this estimate is the correlated 
response variance. In this case the total variance would 
be underestimated by a factor of four. 

Columns II, III and IV give an indication of the way 
in which the total variance could be reduced by changing 
the field strategy, within a fixed total sample size. 
Column II gives the total variance for a design in which 
the number of interviewers is doubled, keeping the 
sample size unchanged. The effect is to cut by half the 
contribution of interviewer variance to the total variance, 
due to the reduction of the interviewer workload m and 

30 

[ill] 
v VI VII 

~Simple response 
~variance 

~ Simple sampling 
lliJI variance 

VIII 

consequently of the term p1 u;(m - 1 )/n. It is assumed in 
this case that the quality of the interviewers is not affec­
ted by increasing their number. Columns III and IV 
indicate the effect of reducing the interviewer workload 
to 30 and 10 respectively under the same assumption. In 
principle, column V is the variance obtained when 
m = l, ie when each respondent is interviewed by a 
different interviewer. 

The impact of the interviewer variance for First birth 
interval for this design is such that the change in field 
strategy indicated by column II would lead to a reduc­
tion of the actual total variance by 38 per cent. The 
further increase in the number of interviewers repre­
sented by column III would reduce the total variance by 
a further 15 per cent; an increase to ten times the original 
number of interviewers would give a total variance equal 
to less than one-third of the actual total variance. 

Column VII is the minimum variance possible for a 
sample of size n (assuming no stratification). This would 
be the case if a simple random sample of size n were 
selected and if the measurement were perfect, ie if there 
were no response errors of any kind. Column VIII 
represents the actual total sampling variance for the 
design used. 

The results for Ever-use of contraception are given in 
table 16 and in figure 6. The situation is even more 
dramatic in this case. By comparison with the simple 
sampling variance and the simple response variance the 
correlated variance components are overwhelming, and 
between them they account for more than 90 per cent of 



Table 16 Total variance: ever-use of contraception 

Base m = 100 m = 1 m= 
components b = 36.8 b =act b 

CRV 0.0130 1.2848 
csv 0.0059 0.2102 0.2102 
SRV 0.0850 0.0850 0.0850 0.0850 
ssv 0.0695 0.0695 0.0695 0.0695 

TV 1.6495 0.3647 0.1545 

the total variance. The difference between column VI and 
column V highlights the necessity for proper estimation 
of sampling variance. Ignoring the effect of the clustering 
in the sample design would lead to an underestimation of 
almost 60 per cent. The contrast between columns V and 
I shows that for this variable also the total variance is 
dominated by the interviewer variance, accounting as it 
does for almost 78 per cent of the total variance. This 
situation, of course, is due not only to the intercorrela­
tion between the response deviations but also to the large 
average workload size. Columns II, III and IV show the 
effect of reducing the workload size, and demonstrate 
how this dominance by the interviewer variance can be 
radically altered. With an average workload size of 
m = 10, for instance, the interviewer variance - other 
things being equal - would account for less than a 
quarter of the total variance. 

II Ill 

D Correlated response 
variance 

Correlated sampling 
variance 

IV 

4.6 SUMMARY MEASURES AND 
CONFIDENCE INTERVALS 

The results in section 4.5 are not typical of all variables 
in the Lesotho Fertility Survey. The two variables des­
cribed there are those for which the impact of response 
variance is greatest. In order to put these results in per­
spective a set of four variables is considered in this 
section which includes all types of variables in terms of 
the relative magnitude of the different components of the 
total variance. 

In order to simplify the presentation some manipula­
tion of the terms used in the earlier sections is required, 
particularly for the components of the correlated 
variance. Instead of using CJ~/n as a base for the cor­
related sampling variance and CJ;/n as a base for the 
correlated response variance, it is more convenient to use 
the simple total variance (CJ~ + CJ;)/n as a base for both. 

Thus the correlated sampling variance, which has 
previously been written as: 

CJ2 
::t {roh (b - l)} 
n 

can be written as: 

2 2 
CJY + CJ, (b 1) n Pc1 -

~ f:::::;:;:] 

v VI VII 

~Simple response 
~variance 

Fl Simple sampling 
LS] variance 

( 4.13) 

(4.23) 

VIII 

Figure 6 Total variance: ever-use of contraception, Lesotho 
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Table 17 Summary measures of the variances and standard errors for four variables 

Variable I/( I I) deff 
(for b = 36.8) 

Age at 1.44 1.00 
marriage 

Children ever 1.09 1.14 
born 

First birth 2.41 1.44 
interval 

Ever-use of 2.22 2.37 
contraception 

where Pc1 is a synthetic intra-cluster correlation coefficient 
which takes into account the presence of the simple 
response variance. The conventional estimate of the 
design effect, deff, is in fact an estimate of l + 
Pc1(b - l). 

Similarly, the interviewer variance component can be 
expressed either as 

(J2 

n' {P1(m - I)} (4.17) 

or as 
2 2 

(Jy + (J, ( 
n Pint m 1) (4.24) 

where Pint = P1L 

The total variance (4.22) can now be written as 

2 2 

(JY : (J, {l + Pc1(b - 1) ( +Pint m 

The design effect becomes 

Deff = l + Pc1(b - 1) 

and by analogy, the interviewer effect is 

Inteff = l + Pint(m - l). 

The design factor is 

Deft = yfDeff 
and the interviewer factor is 

Inteft = y'Inteff. 

l)}. (4.25) 

For the results presented here, Deff and Inteff (and 
consequently Deft and Inteft) are estimated and their 
estimates will be denoted by deff, inteff. The choice 
between using variances and standard errors depends on 
the purpose for which the results are presented. Table 17 
provides both for the four variables concerned. The 
variables are Age at marriage, Children ever born, First 
birth interval and Ever-use of contraception. 

In order to make the first and fourth columns of the 
table comparable to the others, 1/(1 - I) is presented 
instead of I. This quantity measures the factor by which 
the simple sampling variance must be multiplied to give 
the simple total variance. 

The variable least affected overall is Children ever 
born. It has a small component of simple response 
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inteff 1/(1 - i) deft inteft 

1.00 1.20 1.00 1.00 

1.00 1.04 1.07 1.00 

4.46 1.55 1.20 2.11 

8.32 1.49 1.54 2.88 

variance relative to the simple sampling variance; the 
effect of the clustering of the sample on the variance is 
slight - an increase of only 14 per cent; and there is 
no evidence of interviewer effect. Taking the simple 
sampling variance as a base, the total effect of all the 
other components is to multiply the variance by a factor 
of 1.24. If the simple total variance is taken as a base, the 
multiplying factor is 1.14. 

Age at marriage is similarly dominated by the simple 
sampling variance, although the simple response vari­
ance in this case accounts for 30 per cent of the simple 
total variance. There is no increase in the variance due to 
the clustering of the sample. In other words, the design 
effect is equal to 1; Age at marriage does not differ 
systematically across clusters. There is also no evidence 
of any interviewer variance. The overall ratio of the 

. actual total variance to the simple sampling variance is 
1.44. 

The two remaining variables are very different. In 
both cases the simple response variance is a substantial 
element in the simple total variance. Furthermore the 
design effect and the interviewer effect are large for both 
variables. The ratio of the total variance to the simple 
sampling variance is 11.81 for the First birth interval and 
21.51 for Ever-use of contraception; the ratios of the total 
variance to the simple total variance are 4.90 and 9.69 
respectively. 

These ratios are easily calculated from the results 
given in table 17. The advantage of working with the 
variances directly is that the variances are additive. The 
total variance is: 

(J2 1 
::::.r • -- • {l + (deff - 1) + (inteff - l)}. 
n 1 - I (4.26) 

If d2 = deff - 1 and i2 = inteff - l, then the total 
variance is: 

2 2 
(Jy + (J, (1 + d2 + i2 ). 

n 
(4.27) 

It is more relevant in the context of interval estimation to 
work with the standard errors. The effect on the standard 
error of each of the components of variance is given in 
the second half of table 17. 

To illustrate the impact of these effects on the four 
variables, table 18 gives the width of the 95 per cent 
confidence intervals using the three possible estimation 
procedures. The sample mean is also given for each 



Table 18 Width of 95 per cent confidence interval for four variables using different estimates of the total error (based 
on n = 3603 in all cases) 

Variable 

Age at marriage 
Children ever born 
First birth interval 
Ever-use of 

contraception 

Mean 

17.90 
3.19 

25.96 
0.23 

Simple 
sampling 
error 
(1) 

0.173 
0.162 
1.00 
0.0172 

variable, and column (I) gives the simple sampling error 
(ie (J~/n). 

The possible estimates of the standard error are used 
in columns (2), (3) and (4) in calculating the width of the 
confidence interval. Column (2) is calculated using s2 /n as 
the estimate of the total variance; column (3) uses the 
appropriate calculation for a complex sample design 
where the data are free of correlated response variance; 
and column (4) gives the correct estimate of the total 
error. 

The variable Age at marriage illustrates the position 
when both the correlated components of variance are 
zero. The last three columns in table 18 are identical for 
this variable. For Children ever born there is a non­
negligible design factor, which can be seen from the 
differences between columns (3) and ( 4). It should be 
noted, however, that for some variables not given in 
table 18 the design factor is important even though there 
is no interviewer effect. 

For the remaining two variables the situation is very 
different. For the First birth interval the width of the 
confidence interval using s2 /n to estimate the variance 
(column 2) would be 1.55; using the standard (correct) 
estimate of sampling variance (column 3) the width 
would be 1.86. When the interviewer effect is taken into 
account the interval is seen to be 3.43, a further increase 
of 84 per cent. For Ever-use of contraception the disparity 
is even more striking. Column (2) gives a confidence 
interval of width 0.0256. Once the design effect is 
introduced, this increases to 0.0394 (column 3), a rise of 
54 per cent. The interviewer effect increases the con-

Simple (2) x Correct 
total deft estimated 
error standard error 
(2) (3) (4) 

0.208 0.208 0.208 
0.169 0.180 0.180 
1.55 1.86 3.43 
0.0256 0.0394 0.0797 

fidence interval to 0.0797, a further rise of over 100 per 
cent. 

The importance of both components of correlated 
variance can also be illustrated by considering the true 
confidence level for the estimates constructed using 
columns (2) and (3). Table 19 gives the results. 

The first two variables in tables 17, 18 and 19 are more 
representative of variables from WFS surveys than are 
the last two. Furthermore, the results in the tables are 
based on estimates of the variance components and these 
estimates are themselves subject to sampling error. The 
problem of estimating the variance of the estimates of the 
variance components will be dealt with in a later section 
of this report. 

4.7 EFFECTS ON CROSS-CLASSES 

In common with many other surveys, one of the main 
objectives of the WFS is to produce separate estimates 
for subgroups or subclasses of the study population, such 
as particular demographic, socio-economic or geo­
graphic categories. While the number of substantive 
variables involved may not be very large, the subclasses 
of interest tend to be much more numerous; each cell of 
the multiway cross-tabulations of the survey results 
forms a subclass. Further, much of the analysis of survey 
results may take the form of comparing and contrasting 
estimates for different subclasses, resulting in an even 
larger number of subclass differences of interest. 

In practice, it therefore becomes necessary to confine 

Table 19 Apparent and true confidence levels for confidence intervals constructed using columns (2) and (3) of table 18 

Variable Estimate 95 per cent confidence level 99 per cent confidence level 

Apparent True Apparent True 
confidence confidence confidence confidence 
level(%) level (%) level (%) level(%) 

Age at marriage Col. (2) 95 95 99 99 
Col. (3) 95 95 99 99 

Children ever born Col. (2) 95 93 99 98 
Col. (3) 95 95 99 99 

First birth interval Col. (2) 95 63 99 76 
Col. (3) 95 71 99 84 

Ever-use of Col. (2) 95 47 99 59 
contraception Col. (3) 95 67 99 80 
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computation of variances to a selection of subclasses and 
subclass differences. This approach was used in Verma, 
Scott and O'Muircheartaigh (1980) in the presentation 
and analysis of sampling errors for the WFS. In that 
paper three groups of subclasses were used: (1) subclasses 
defined in terms of demographic characteristics (age, mar­
riage duration, etc); (2) subclasses defined in terms of 
socio-economic characteristics (woman's literacy, hus­
band's level of education, occupation, etc); and (3) a 
small number of geographic subclasses (regional and 
urbanization classes, for instance). These different sub­
classes correspond to the major categories by which WFS 
surveys are cross-tabulated. 

Subclasses in the three groups tend to differ in the way 
in which the elements in them are distributed across the 
primary sampling units in the sample. Demographic sub­
classes are generally fairly uniformly distributed across 
clusters and form what may be called cross-classes. 
Socio-economic subclasses have a less uniform spread; 
higher educational groups and non-farming occupations 
tend to be concentrated in urba,n areas, for example. 
These may be called mixed classes. By contrast, geo-

. graphic subclasses are in most cases completely segre­
gated - either all or none of the elements in a sample 
cluster will belong to a subclass. This terminology is due 
to Kish, Groves and Krotki (1976). 

For several purposes it is useful to investigate the 
relationship between the total variance for an estimator 
based on the whole sample and the total variance for 
subclasses and subclass differences: (a) to extrapolate 
results computed for a particular set of subclasses to 
numerous other subclasses of interest; (b) to simplify the 
presentation of results; and (c) to seek stable relation­
ships between the total variance for the whole sample and 
the total variance for subclasses of particular kinds. In 
this context, if a stable pattern is found for the relation­
ship, this may provide a better procedure for estimating 
the total variance for a subclass than direct computation, 
since each individual estimation is itself subject to a 
(possibly) large sampling variance. 

Three models have been used in the past for the rela­
tionship between the variance for the whole sample and 
the variance for a subclass. The work in this area has 
been done for sampling variance only and is described in 
Kish et al (1976) and Verma et al (1980). The empirical 
results obtained have suggested that for cross-classes the 
intra-cluster correlation coefficient is approximately 
stable, although it may increase slightly as the relative 
size of the cross-class decreases. 

In this section the analysis is extended to the more 
complex case of the total variance. The purpose is to 
investigate the implications of a simple approximate 
model for the total variance of a subclass. The algebraic 
model is illustrated by applying it to the total variance 
found in Lesotho for the four variables discussed in 
section 4.6. For one of these variables, detailed analysis 
provides some support for the assumptions of the model. 

A model 

The model used here is presented in O'Muircheartaigh 
(1984). In essence it demonstrates that the relationship 
between the total variance for the whole sample and the 
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Variable 

Age at marriage 
Children ever born 
First birth interval 
Ever-use of 

contraception 

Pc1 

0.000 
0.004 
0.012 
0.038 

Pint 

0.000 
0.000 
0.045 
0.084 

1.0000 
0.8712 
0.1908 
0.0916 

total variance for a cross-class can be reduced to a very 
simple form. If V, is the variance of the sample mean for 
a cross-class representing a proportion M, of the whole 
sample, and Vt is the corresponding variance for the 
whole sample, then 

1 - M k 1 + s 

M, k 1 + k2 

(4.28) 

where k1 = 1 - Pc1 - Pint and k2 = Pc1 bt + Pintmt, and 
bt and mt are the average cluster take and interviewer 
workload for the whole sample. 

An application 

The important factors in determining the variance of a 
cross-class are Pc1, Pint and k 1/(k 1 + k2). Table 20 gives 
the values of these quantities for the four variables 
previously considered in section 4.6. 

The first variable is an example of the simplest case in 
which there is no correlated variance. Bothpc1 and pint are 
zero and thus ki/(k 1 + k2) is equal to 1. The second 
variable has just one component of correlated variance -
the correlated sampling variance. The value of Pc1 is, 
however, small, and k1/(k 1 + k2 ) is close to 1. 

The third variable is an intermediate case in which 
both components of correlated variance are present and 
non-negligible. The value of k 1/(k1 + k2) is relatively 
small. 

The last variable is an extreme case where the data are 
subject to large correlated sampling variance and large 
correlated response variance. The effect of this is seen in 
the very low value of ki/(k1 + k2) - less than 0.1. The 
absolute minimum value for this factor is zero. 

The implications of the parameters in table 20 can be 
seen from table 21, which gives the relative magnitude of 
Vt and V, - the values of V,/Yi are presented for three 
different subclass sizes. The subclass sizes chosen are 
M, = 0.5, 0.3 and 0.1. The first corresponds to a subclass 
which makes up half of the sample, the second to a 
subclass comprising 30 per cent of the sample, and the 

Table 21 Relative magnitude of V, and Yi (values of 
V,/Vt) 

Variable Cross-class size (M,) 

0.5 0.3 0.1 

Age at marriage 2.00 3.33 10.00 
Children ever born 1.87 3.03 8.84 
First birth interval 1.19 1.45 2.72 
Ever-use of contraception 1.09 1.21 1.82 



Table 22 Values of de.ff, inteff and tote.ff for different values of M, 

Variable Measure Total sample M, = 0.5 M, = 0.3 M, = 0.1 

Age at marriage deff 1.00 
inteff 1.00 
toteff l.00 

Children ever born deff 1.14 
inteff l.00 
toteff 1.14 

First birth intervai de ff 1.44 
inteff 4.46 
toteff 4.90 

Ever-use of contraception deff 2.37 
inteff 8.32 
toteff 9.69 

third comprising one-tenth of the sample. Many sub­
classes used in practice fall in this range, although for 
multiway classifications even smaller subclasses will fre­
quently be involved. 

In evaluating the figures in table 21 it is important to 
remember that the ratio V,/V.. must be between 1/M, and 
1, where the value 1 /M, corresponds to the case where 
there is no correlated variance and the total variance is 
inversely proportional to sample size. Age at marriage 
provides an example of such a variable, as can be seen 
from the first row of the table. 

As might be expected, the variable Children ever born 
has values of V,/V1 close to the upper limit. This is 
because there is no interviewer variance for this variable 
and the correlated sampling variance is relatively small. 
The results for the variable First birth interval show how 
misleading it would be to apply this upper limit to a case 
where either of the correlated variance components is 
large. Under the assumptions of the model, using the 
upper limit for the variance would lead to overestimating 
the total variance by 66 per cent when M, = 0.5; by more 
than 100 per cent when M, = 0.3; and by almost 300 per 
cent when M, = 0.1. 

The last variable in the table displays even more dra­
matic results. This variable is atypical since both 
the correlated sampling variance and the interviewer 
variance are extremely large. However, in such a situ­
ation the effects are astonishing. For a cross-class with 
M, = 0.5 the total variance is almost identical to the 
total variance for the whole sample, although the sample 
size for the subclass is only half the size of the whole 
sample. The further reduction of sample size for 
M, = 0.3 and M, = 0.1 leads to only relatively small 
increases in the variance. For M, = 0.1 (a cross-class 
comprising one-tenth of the sample) the ratio of V,/V.. is 
only 1.82. For a variable with no correlated variance this 
ratio would be 10.00. 

The results in tables 20 and 21 can also be presented 
in a form closer to the approach used in discussing 
sampling variance. Table 22 gives the values of de.ff, inteff 
and tote.ff, where 

toteff = deff + inteff - 1 

and toteff is the ratio of the total variance (4.22) to the 
simple total variance ( 4.9). 

1.00 1.00 1.00 
1.00 1.00 l.00 
l.00 l.00 l.00 

l.07 1.04 l.01 
1.00 l.00 l.00 
l.07 l.04 l.01 

i.21 1.12 1.04 
3.21 2.31 l.41 
3.42 2.43 l.45 

l.66 1.38 1.14 
5.12 3.44 l.76 
5.78 3.82 l.90 

The results in table 22 conform to the pattern obser­
ved in the sampling literature for cross-classes. Under the 
assumptions of the model the effect of the correlated 
variance components decreases as the proportion of the 
population in the cross-class decreases. The larger the 
effect of the correlated variance components, the more 
dramatic the reduction as M, decreases. The rates at 
which de.ff and inteff decrease differ since the multipliers 
(b - 1) and (m - 1) differ. 

Finally, to illustrate the practical implications of these 
results for the evaluation of survey estimates, table 23 
gives the width of the 95 per cent confidence intervals for 
cross-classes of different sizes. The same four variables 
are presented and the width of the confidence interval for 
the estimate based on the whole sample is also given for 
comparison. 

The relationship between the standard error for a 
subclass and the standard error for the whole sample is 
determined by two factors: (i) the size of the sample for 
the subclass. The smaller the sample size (ie the smaller 
M,) the larger the standard error will be - this applies to 
all components of the total variance; (ii) the relative size 
of the correlated errors. In the absence of correlated 
errors, the only influence will be the relative sizes of the 
total sample and the subclass. However, when there are 
correlated errors, either sampling or response, the rela­
tionship becomes more complex. For cross-classes, the 
model described on page 34 implies that there will be a 
considerable dilution of the effect of the reduction in 
sample size. This is because the impact of the correlated 
errors depends critically on the size of the 'clusters' with­
in which the errors are correlated; for correlated sam­
pling errors the cluster take is the dominant factor, for 
correlated interviewer errors the interviewer workload 
size is the critical consideration. For small cross-classes 
both these sizes are greatly reduced, with a consequent 
reduction in the correlated components. 

The final column of table 23 encapsulates the results 
of this section. For the two variables Children ever born 
and Age at marriage the ratio of the standard errors (and 
thus of the confidence intervals) is close to that expected 
on the basis of sample size alone - the correlated errors 
are relatively unimportant. For the First birth interval the 
confidence interval for the smaller cross-classes is a good 
deal narrower than would be expected if sample size were 
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Table 23 Width of 95 per cent confidence intervals for cross-classes of different sizes 

Variable Mean Cross-class 

Age at marriage 17.90 Total sample 
M, = 0.5 
M, = 0.3 
M, = 0.1 

Children ever born 3.19 Total sample 
M, = 0.5 
M, = 0.3 
M, = 0.1 

First birth interval 25.96 Total sample 
M, = 0.5 
M, = 0.3 
M, = 0.1 

Ever-use of contraception 0.23 Total sample 
M, = 0.5 
M, = 0.3 
M, = 0.1 

the only consideration. For Ever-use of contraception the 
confidence interval for the cross-class with M, = 0.1 (ie 
based on one-tenth of the total sample) is only 35 per cent 
wider than the confidence interval based on the total 
sample. This is because the dominance of the correlated 
error in the standard error of estimates based on the total 
sample becomes progressively weaker as the cross-class 
size decreases. 

Discussion 

A model is presented (page 35) which describes the total 
variance of an estimate in terms of five factors: the simple 
total variance; the synthetic intracluster correlation 
coefficient for the sample design; the synthetic intra­
interviewer correlation coefficient for the fieldwork 
design; the average cluster take; and the average inter­
viewer workload size. The model is analogous to that 
generally used to describe the total sampling variance. 
The implications of this model for the total variance of 
estimates based on cross-classes were presented and a 
simple expression was derived for the relationship bet­
ween the total variance for the total sample and the total 
variance for a cross-class. A number of important 
assumptions are made in the model. First, it is assumed 
that the cross-classes are uniformly distributed across 
clusters and interviewers; in the context of WFS surveys, 
age subclasses are likely to satisfy this condition at least 
approximately. Secondly, it is assumed that the intra­
cluster and intra-interviewer correlation coefficients 
remain constant for cross-classes. The evidence on this is 
less convincing, although it seems a useful approxi­
mation in practice. In particular, the evidence for the 
intra-cluster correlation coefficient suggests that it is 
reasonably stable. Further investigation of the behaviour 
of the intra-interviewer correlation is desirable. 
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Simple Total (2) x Correct 
sampling simple deft standard 
error error error 
(1) (2) (3) (4) 

0.173 0.208 0.208 0.208 
0.245 0.294 0.294 0.294 
0.316 0.380 0.380 0.380 
0.547 0.658 0.658 0.658 

0.162 0.169 0.180 0.180 
0.229 0.239 0.246 0.246 
0.296 0.309 0.314 0.314 
0.512 0.534 0.535 0.535 

1.00 l.55 1.86 3.43 
1.414 2.192 2.411 3.74 
1.826 2.830 3.000 4.13 
3.162 4.901 4.999 5.66 

0.0172 0.0256 0.0394 0.0797 
0.0243 0.0362 0.0467 0.0832 
0.0314 0.0467 0.0546 0.0877 
0.0544 0.0809 0.0866 0.1075 

The application above (pages 34--35) provides an illus­
tration of the theoretical implications of the model. The 
results are presented for four variables which represent 
the different situations which might arise. For two of the 
variables the total variance is primarily due to the simple 
sampling variance and the simple response variance. In 
this case the relative size of cross-class variance is deter­
mined largely by the cross-class size. For the third vari­
able there is a more substantial correlated sampling 
variance component and also a correlated response 
variance component. The total correlated variance domi­
nates the total variance for estimates based on the whole 
sample. However, for cross-classes this dominance is 
reduced as the cross-class size decreases. For small cross­
classes the simple variance predominates and the effects 
of the correlated variances almost disappear. The situ­
ation is even more striking for the fourth variable - the 
total effect (the ratio of the total variance to the simple 
total variance) is 9.69 for estimates based on the total 
sample and only 1.90 for estimates based on a cross-class 
representing one-tenth of the total sample. This is an 
extension of the results obtained for sampling variance in 
other studies - the effects of the design are diminished as 
the size of the cross-class is reduced. 

Although the results (pages 34--36) are not based on 
direct computations of the variance, values of the para­
meters on which the calculations are based are obtained 
from computations carried out on data from the Lesotho 
study. There is a problem in estimating the correlated 
variance components for the cross-classes in that as the 
sample size decreases the estimates themselves become 
subject to larger variances. 

The variable with the largest correlated interviewer 
variance for Lesotho was Ever-use of contraception. 
Table 24 gives the estimated values of Pint for five sub­
classes for this variable, together with their estimated 



Table 24 Estimated values of Pint for cross-classes for 
Ever-use of contraception 

Total Age Age Age Educ. Educ. 
sample <25 25-34 35-44 1-5 yr 6 yr+ 

Pint 0.084 0.061 0.121 0.072 0.088 0.052 
se(pint) 0.018 0.042 0.038 0.044 0.034 0.024 
M, 1.00 0.31 0.33 0.27 0.44 0.48 

standard errors. The computations are for the data from 
the main survey. 

From the table it can be seen that the values of Pint for 
the subclasses are consistent with the assumption that Pint 
remains constant across subclasses. In no case is the 
value of Pint more than one standard from the value of 
0.084 obtained for the total sample. This evidence 
provides some support for the model. 

The choice of sample design and field design for a 
survey tends to be determined by material and practical 
constraints imposed by the data collection operation. 
Nevertheless, data relating to sampling and response 
errors can provide a more rational basis for making 
decisions about the design. The findings of this section, 
however, illustrate a particular difficulty. A basic con­
sideration in evaluating the design is the relative impor­
tance attached to estimates based on the whole sample 
compared with those for sample subclasses and subclass 
differences. Generally, the smaller a subclass the less 
sensitive is the associated variance to specific features of 
the design. In particular, the less is the effect of the 
correlated components of the variance and the more 
ill-defined is the 'optimal' solution to the problem of 
survey design. 
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5 Further Analysis 

5.1 INTERVIEWERS' ASSESSMENT OF 
RESPONSES 

At two stages during the course of the interview the 
interviewers are instructed to record their observations 
on an aspect of the respondent's replies to the question. 
Immediately after completing the birth history section of 
the questionnaire, and before putting the questions deal­
ing with contraception, the interviewer is asked to tick 
one of the three boxes indicating the Reliability of the 
answers given in the birth history section; the three cate­
gories given are GOOD, FAIR and POOR. The interviewer's 
instructions suggest guidelines for completing this ques­
.tion. If considerable probing was necessary for deter­
mination of the dates of births and pregnancies, or if 
inconsistencies arose in the answers, or if the interviewer 
got the impression that the respondent was unsure of the 
answers, then the POOR box was appropriate. If the inter­
viewer felt that the respondent was not telling the truth, 
then again the reliability was to be classified as POOR. In 
the opposite case, the reliability was to be classified as 
GOOD. In intermediate cases, involving a moderate 
amount of probing or correcting, the FAIR box was to be 
used. Once the interview has been completed the inter­
viewer is asked to tick one of four boxes indicating the 

respondent's Degree of co-operation; the four categories 
given are BAD, AVERAGE, GOOD and VERY GOOD. The 
interviewer is instructed not to complete this section in 
the presence of the respondent. 

In this subsection we look at the extent to which the 
interviewer's assessments of the respondents are reflected 
in the magnitude of the response deviations. For this pur­
pose we use the absolute value of the difference between 
the responses obtained from the two interviews for an 
individual as a measure of the response error. The mag­
nitude is therefore the difference in units (months, years, 
births, etc) between the responses at the first and second 
interviews. The response deviations themselves would be 
unsatisfactory since, by definition, they tend to cancel 
out over groups of individuals. The interviewer's assess­
ments are taken from the first interview in each case. 

The results for the total matched sample of 609 cases 
in Lesotho are given in table 25. A clear pattern emerges 
from the table. The magnitudes of the response devi­
ations are directly related to the interviewer's assess­
ments. There are only three variables for which the 
differences are not statistically significant. In two of these 
cases the direction of the differences is in keeping with the 
general pattern (Last closed birth interval and No of 
children desired); the third case (Ever-use of contracep-

Table 25 Magnitude of response deviations cross-tabulated by interviewers' assessments 

Variable Reliability Co-operation Total 

GOOD FAIR POOR GOOD/ FAIR POOR 

VERY GOOD 

1 Year of last birth 0.47 0.73 2.17 0.47 0.84 0.95 0.54 
2 Month of last birth 5.97 9.43 26.83 5.97 11.02 10.79 6.85 
3 Year of next to last birth 0.67 0.92 3.00 0.68 0.94 1.98 0.76 
4 Month of next to last birth 8.49 11.64 39.33 8.57 12.19 26.64 9.59 
5 Year of first birth 0.73 1.62 5.00 0.77 1.48 4.58 0.94 
6 Month of first birth 9.09 19.89 62.67 9.49 18.68 57.08 11.72 
7 Age 1.04 2.05 1.50 1.07 1.65 4.78 1.24 
8 Age in five-year groups 0.20 0.38 0.12 0.21 0.28 0.80 0.23 
9 Year of marriage 0.98 2.05 1.87 1.00 1.70 4.81 1.19 

10 Marital duration 1.10 2.17 2.00 1.11 1.83 5.00 1.30 
11 Children ever born 0.32 0.46 1.00 0.30 0.53 1.32 0.36 
12 Years of education 0.49 0.80 1.25 0.50 0.82 1.19 0.56 
13 Births in past five years 0.16 0.34 0.37 0.16 0.29 0.68 0.19 
14 Age at first marriage l.16 1.63 2.00 1.18 1.44 3.03 1.26 
15 Last closed birth interval 7.50 8.27 15.42 7.80 7.15 10.29 7.74 
16 No of children desired 1.38 1.77 1.57 1.42 1.65 1.63 1.46 
17 Ever-use of contraception 0.20 0.13 0.25 0.19 0.20 0.00 0.19 
18 First birth interval 7.31 14.06 66.96 7.87 10.29 64.20 9.33 

Sample size 486 115 8 499 97 12 609 
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tion) is a special one, being a binary variable. The remain­
ing fifteen variables all show statistically significant 
differences. The Reliability classification is slightly more 
successful in differentiating between the respondents on 
the birth history variables, as might be expected. 

When the linearity component of the differences is 
tested separately (with one degree of freedom) the 
strength of the relationship is confirmed. For twelve of 
the variables in the case of the Reliability classification 
and ten in the case of the Co-operation classification the 
linearity component is significant at the 0.01 level. 

It is interesting to note that both the reliability and 
co-operation assessments are effective in differentiating 
between respondents. Furthermore, the assessment of 
reliability, which is based on the responses in the birth 
history section, seems also to be relevant to the back­
ground variables such as age and age at marriage and 
even to the attitudinal question on number of children 
desired. 

The number of individuals classified as POOR is small 
for both the criteria used by the interviewers - less than 
2 per cent in each case - but the AVERAGE/FAIR category 
is also effective in identifying a group with high response 
variability. 

The same analysis was carried out for the age sub­
classes and for the education subclasses described 
previously. Since the sample sizes are considerably 
smaller for the subclasses, the POOR group was amal­
gamated with the FAIR/AVERAGE group for the analysis. 
The pattern ofresults persisted for the subclasses, and the 
differences were statistically significant for the fertility 
variables despite the smaller sample sizes. 

On balance, the results indicated that the interviewer's 
assessments are strongly related to the quality of the 
responses. There is, however, evidence of association 
between assessments and education, age and place of 
residence of the respondent. It is not possible to deter­
mine completely the extent to which these are the charac­
teristics on which the interviewers base their judgements, 
but the results for the subclasses suggest that the inter-

Table 26 a-;, se(&;) and cv(&;) for the 18 variables 

Variable 

Age 
Children ever born 
Year of first birth 
Month of first birth 
Age in five-year groups 
Year of last birth 
Month of last birth 
Year of marriage 
Marital duration 
Education in years 
Year of next to last birth 
Month of next to last birth 
Births in past five years 
Last closed birth interval 
Age at marriage 
Ever-use of contraception 
First birth interval 
No of children desired 

5.168 
0.5580 
4.456 

631.7 
0.2325 
1.118 

171.3 
5.973 
5.964 
0.6460 
1.649 

244.0 
0.1215 

185.8 
3.102 
0.0850 

330.8 
3.248 

viewers' assessments provide a useful further indicator of 
the quality of the responses. 

It would appear that interviewers are reluctant to 
classify respondents as either POOR or FAIR on either 
criterion; almost 80 per cent of the respondents were 
classified as GOOD or better for each assessment. 

In the case of Co-operation, however, where two 
positive categories GOOD and VERY GOOD were provided, 
the interviewers were not particularly successful in dif­
ferentiating between the two. This suggests that although 
there may be scope for extending the categorization used 
in the assessment of reliability, the naming of the cate­
gories requires further consideration. 

A note of caution may be appropriate here. Although 
the differences observed are large and of substantive 
significance, the proportion of the total variability in the 
response deviations which they explain is generally small. 

5.2 VARIANCE OF THE VARIANCE 
ESTIMATORS 

It has been emphasized throughout this report that the 
values of the measures presented in the tables of results 
are themselves estimates based on the observations in the 
sample. These values are subject to sampling variability 
and it is desirable that the magnitude of this variability 
should be estimated. 

The procedure used in this section is the jackknife, 
first proposed as a method for reducing bias in ratio 
estimators and now widely used to estimate variances 
(see, for example, Kish and Frankel 1974, Kalton 1977). 
The procedure used here is described in O'Muirchear­
taigh (1984). It can be applied to measures based on the 
whole sample and also to measures based on subclasses. 

The simple response variance 

One of the basic measures of response error used in this 
report is the simple response variance. Table 26 presents 

se(&;) cv( a-;) 
1.300 0.25 
0.1230 0.22 
1.188 0.27 

163.2 0.26 
0.0520 0.22 
0.1793 0.16 

26.58 0.16 
1.296 0.22 
1.312 0.22 
0.0787 0.12 
0.2866 0.17 

44.69 0.18 
0.0121 0.10 

45.43 0.24 
0.5364 0.17 
0.0081 0.10 

80.99 0.24 
0.6683 0.21 
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Table 27 a-;, se(&;) and cv(&;) for six variables for four 

Variable Children ever born Year of last birth Marital duration 

Subclass '2 CJ, se( a-;) cv( a-;) '2 CJ, se( a-;) cv(&;) '2 CJ, se( a-;) cv(&;) 

Under 25 yr 0.3160 0.1255 0.40 0.351 0.1483 0.42 3.927 1.226 0.31 
Over 45 yr 0.5950 0.3834 0.64 1.695 0.8796 0.52 7.021 3.940 0.56 
Educ. O~ yr 0.8182 0.2506 0.31 2.058 0.4439 0.22 10.400 2.556 0.25 
Educ. 7 + yr 0.5760 0.1769 0.31 1.123 0.4143 0.37 4.001 1.413 0.35 

All 0.5580 0.1230 0.22 1.118 0.1793 0.16 5.964 1.312 0.22 

Variable Age at marriage Ever-use of contraception First birth interval 

Subclass '2 CJ,, se( a-;) cv( a-;) '2 CJ, 

Under 25 yr 1.416 0.3550 0.25 0.0575 
Over 45 yr 2.909 1.0728 0.37 0.0655 
Educ. O~ yr 4.156 1.2680 0.31 0.0677 
Educ. 7 + yr 1.760 0.4060 0.23 0.1075 

All 3.102 0.5364 0.17 0.0850 

the estimates of a; and the estimated variance, the esti­
mated standard error and the estimated coefficient of 
variation of these estimates for the 18 variables pre­
viously considered. 

The results in table 26 are reassuring. The coefficient 
of variation of a-; is remarkably stable across variables, 
with most values close to 0.20. The level of the values is 
satisfactory in that it provides reasonable confidence in 
the estimated values of CJ;. The range of values of the 
cv(&;,) is from 0.10 to 0.27, with the lowest values for 
Births in the past five years, Ever-use of' contraception and 
Education. 

The estimates of a; in table 26 are based on the whole 
sample of n = 609 individuals. Many of the estimates 
used in the report (and in WFS analysis) are based on 
subclasses of the sample, where the number of indi­
viduals is much smaller. We would therefore expect the 
variance estimates to be Jess precise in these cases. 
Table 27 gives the results of the jackknife estimation of 
the variance for four important subclasses: respondents 
under 25; respondents over 45; respondents with ~ 
years of education; and those with more than seven years 
of education. The six variables presented are chosen to 
represent different levels of sensitivity to response errors. 

An interesting feature of table 27 is the variation in 
the values of the simple response variance, CJ;, across 
subclasses. For five of the six variables (the exception is 
Ever-use of contraception) the simple response variance is 
much larger for the Jess educated and over 45 subclasses 
than for the under 25 and more educated subclasses. This 
is in keeping with the results previously discussed in 
section 4.1, and serves as a reminder of the need for 
caution in extending the results for the total sample to 
particular subclasses of interest. 

The second point about table 27 is that the coefficient 
of variation CJ; is in general larger for the subclasses than 
for the total sample. This is not surprising as the estimate 
of CJ; is based on fewer observations in the case of sub­
classes than in the case of the total sample, and conse­
quently the variance (or the standard error) of CJ; might 
be expected to be correspondingly larger. 
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se( a-;) cv( a-;) '2 CJ, se( a-;) cv(&;) 

0.0111 0.19 74.27 34.41 0.46 
0.0296 0.45 592.80 310.66 0.52 
0.0131 0.19 628.20 218.14 0.35 
0.0165 0.15 57.72 28.20 0.49 

0.0081 0.10 330.80 80.99 0.24 

What is perhaps worth noting is that the coefficient of 
variation of CJ; is much more stable across subclasses than 
the simple response variance itself. This is particularly 
noticeable in the case of Marital duration, Age at mar­
riage and First birth interval. In fact this is reassuring 
since it conforms to the theoretical expectation for the 
variance of a variance estimator of this kind. 

On theoretical statistical grounds we would expect the 
ratio of coefficient of variation of a-; for the total sample 
to that for a subclass to be approximately inversely 
proportional to (nt/n,) 112

, where nt and n, are the sample 
sizes for the total sample and the subclass respectively. 
For the subclass in table 27 this would imply ratios of 
1.9:3.1: 1.8: 1.9: 1 for the coefficients of variation for the 
under 25, over 45, less educated, more educated and total 
sample respectively. These are remarkably close to the 
ratios found in table 27. Equally satisfying is the fact that 
even for the subclasses, the coefficients of variation are 
reasonably small. Except for the smallest subclass (res­
pondents over 45), the coefficients of variation are of the 
order of 0.2-0.3; for the smallest subclass they are of the 
order of 0.5. 

The index of inconsistency, I 

The index of inconsistency, I (defined by CJ;/(CJ; + CJ;), 
measures the proportion of the simple total variance 
which is due to the simple response variance. The esti­
mates I of I obtained from the data are used extensively 
in section 4.1 to describe the sensitivity of variables to 
response errors. In figure 1 and table 8 the values off for 
the total sample are presented, while tables 9-13 and 
figures 2 and 3 give the value of I for major subclasses. 
The validity of the conclusions drawn from these tables 
and figures depends on the precision of the estimates of 
r. 

Table 28 presents the results of the jackknife esti­
mation of the variance of I for the six variables and four 
subclasses previously considered. The variables span the 
range of observed values off and the subclasses represent 
the extremes of the characteristics considered. 



Table 28 I, se(T) and cv(l) for six variables and four subclasses 

Variable Children ever born Year of last birth Marital duration 

Subclass I se(T) cv(T) I se(T) cv(T) I se(I) cv(l) 

Under 25 yr 0.237 0.0844 0.36 0.282 0.0701 0.25 0.400 0.0820 0.20 
Over 45 yr 0.075 0.0422 0.56 0.034 0.0247 0.73 0.423 0.0851 0.20 
Educ. 0-4 yr 0.116 0.0319 0.27 0.043 0.0144 0.33 0.117 0.0336 0.29 
Educ. 7 +yr 0.094 0.0360 0.38 0.058 0.0283 0.66 0.058 0.0198 0.34 

All 0.083 0.0179 0.22 0.037 0.0072 0.19 0.074 0.0177 0.24 

Variable Age at marriage Ever-use of contraception First birth interval 

Subclass r se(I) cv(I) r 
Under 25 yr 0.329 0.0935 0.28 0.535 
Over 45 yr 0.286 0.1737 0.61 0.766 
Educ. 0-4 yr 0.424 0.0755 0.18 0.564 
Educ. 7 +yr 0.185 0.0433 0.23 0.550 

All 0.306 0.0373 0.12 0.550 

The pattern of variation in the values ofl is similar to 
that for a-;. The values of I for the variables presented are: 
for Children ever born I is 0.08; for Year of last birth, 0.04; 
for Marital duration, 0.07; for Age at marriage, 0.31; for 
Ever-use of contraception, 0.55; and for first birth interval, 
0.58. 

The coefficients of variation for the estimates of I for 
the total sample are similar to those for the correspond­
ing values for a-;. For the subclasses the pattern is also 
similar, with the smallest subclass (respondents over 45) 
having the largest coefficient of variation for I in the case 
of four of the six variables. Only five of the 24 coefficients 
presented exceed 0.4; the average value for the others is 
about 0.23. These are comparable to the corresponding 
values for a-;, and justify some confidence in the con­
clusions reached on the basis of a comparison of the I 
values for subclasses. Three examples are given below. 
These are differences commented on in the text of sec­
tion 4.1. 

In general, the variance of the difference between two 
random variables x1 and x2 is 

var(x1 - x2) = var(x 1) + var(x2) - 2 cov(x" x2). 

For the differences discuss¢d here, the model for the 
simple response variance implies that the covariance term 
is zero. Hence, 

var(I 1 - l 2) = var(I 1) + var(I2). 

Table 29A gives the computations for those com-

se(I) cv(I) I se(I) cv(l) 

0.0974 0.18 0.274 0.1065 0.39 
0.2205 0.29 0.780 0.1726 0.22 
0.0812 0.14 0.856 0.1178 0.14 
0.0719 0.13 0.191 0.0884 0.46 

0.0521 0.09 0.585 0.0919 0.16 

parisons of values of I. The last two columns give the 
difference in I for the subclasses and the estimated stan­
dard error of this difference. 

For the three contrasts given in table 29A the esti­
mated precision of the estimated difference is sufficiently 
high to warrant the conclusion that there is a real dif­
ference in the values of the index of inconsistency in these 
cases. It would be unwise, however, to have too much 
faith in the absolute value of the difference estimated. If 
we were justified in constructing a normal 95 per cent 
confidence interval for the difference in I between women 
with little education and those with more than seven 
years' education for the first birth interval, the confidence 
interval would be 0.665 ± 0.294 or 0.371, 0.959. 

Furthermore, not all the apparent differences in values 
of I are estimated precisely enough to justify much con­
fidence. An example is given in table 29B. 

The difference in the values ofl is 0.23. The estimated 
variance for the difference, however, suggests that this 
apparent difference may result simply from the sampling 
variance of the estimates involved. The estimated stan­
dard error is greater than the estimated difference, and 
thus a 95 per cent normal confidence interval would be: 

0.231 ± 0.472 or ( - 0.241, 0. 703). 

This does not mean that there is no difference between 
the values of the index of inconsistency for the two 
subclasses for Ever-use of contraception. It does mean, 
however, that additional evidence would be necessary 

Table 29A Standard errors of contrasts of I for subclass pairs 

Variable Subclass r se(I) r, - 12 se(I1 - I2) 
First birth interval 0-4 yr education 0.856 0.1178 

0.665 0.147 7 + yr education 0.191 0.0884 

First birth interval Age under 25 0.274 0.1065 
0.506 0.203 Age over 45 0.780 0.1726 

Age at marriage 0-4 yr education 0.424 0.0755 0.239 0.087 7 + yr education 0.185 0.0433 
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Table 29B A counter-example to table 29A 

Variable Subclass r 
Ever-use of Age under 25 0.535 

contraception Age over 45 0.766 

before the presence of the difference could be established 
beyond reasonable doubt. 

Discussion 

All the measures of response variability presented in this 
report are estimates based on the sample of respondents 
observed in the main survey and the re-interview survey, 
and are thus themselves subject to sampling variance. In 
this section two of the basic measures of response vari­
ability are considered - the simple response variance CJ; 
and the index of inconsistency I. The procedure used to 

42 

se(I) r, - 12 se(I1 - I2) 

0.0974 
0.231 0.241 

0.2205 

estimate the variance of the estimates is the jackknife, a 
general method applicable to any measure. 

The results are encouraging and indicate that the 
precision of the estimates is sufficiently high to justify 
statements about the general level of response errors and 
to confirm broad patterns of variation across variables 
and across subclasses. It is clear from the computations, 
however, that not all apparent differences in level are 
sufficiently supported by the evidence - Table 29B pro­
vides an example. 

Variance estimates for the correlated response 
variance were also derived using the jackknife. Some 
examples can be found in section 4.7. 
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